heavy lifting through distributed computing and machine
learning by Adam Hicks

Sorting PDFs with Spark



First things First

* Who is this guy?
* An Engineer
* AWeb Dev
* A DevOps Devout
* A Pythonist

* Who does he work for?
« SquareTwo Financial




The Business Case

* Highly requlated industry

* New consumer protections = new compliance requests

* Immediate need for scrutinized, automated media processing
* Binders of data!




The Solution

At a very high level, two important stages:
* Get the text out of PDFs

* Classify the corpus
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On the Road to Spark

* Important lessons were learned

* PDFs can be weird
* Most OCR solutions are all-or-none

* Valuable information exists in inline images
* Machine Learning a la NLP the way to go for classification
* Scaling is HARD




Salvation Found

» ApacheTika is Java, so plays nicely with Scala
* Spark MILib and ML make it easy to build
* Distributed computing with YARN is EASY




Gettin’ ‘er dun

 Spark DataFrames win the day
» UDFs parallelize work for you
* Fast
* Pipelines are smooth and easy to build
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Tika as a UDF




Building a pipeline

// Send Label and Sentence to a DataFrame
val sentenceData = labelAndDepunct.toDF("label", "sentence")

// Tokenize the sentence data
val tokenizer = new RegexTokenizer().setInputCol("sentence").setOutputCol("words")

val hashingTF = new HashingTF()
.setInputCol("words").setOutputCol("rawFeatures").setNumFeatures(50000)

val idf = new IDF().setInputCol("rawFeatures").setOutputCol("features")

// Train a NaiveBayes model.
val nb = new NaiveBayes().setLabelCol("label").setFeaturesCol("features™)

val pipeline = new Pipeline().setStages(Array(tokenizer, hashingTF, idf, nb))

val model = pipeline.fit(sentenceData)




Using the Model




Just That Easy

* Questions?



