
 

Fig S5. The complexity of DNNs required to fit L5PC with NMDA synapses is substantially greater than L5PC with 

AMPA only synapses. (A) Left, spiking prediction accuracy measure (AUC) as function of the depth of the fitted DNN for 

3 different cases. Green curve is full biophysical model with NMDA synapses, blue curve is full biophysical model with 

AMPA only synapses, and orange curve is similar to the AMPA only case but with an additional SK ion channel removed 

from the soma. Variance bars are across different test data subsets. Middle, similar plot to the one on the left but for the width 

of the DNN (i.e., number of channels/feature maps). Right, like previous two plots, but for the temporal extent of the input 

time window (i.e., effective “memory” of the neuron) (B) Similar plots in A, but now the vertical axis represents the somatic 

subthreshold prediction accuracy (as depicted by percent of variance explained). Note: each point of each of the individual 

curves represents the best network across all other variables in that figure. 
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Fig S6. Moderately large TCN fits detailed L5PC neuron model with AMPA synapses with an extremely high degree 

of prediction accuracy. (A) Illustration of L5PC model. Basal, oblique, and apical dendrites are marked by purple, orange 

and green colors, respectively. (B) Analogous DNN. Orange, blue, and magenta circles represent the input layer, the hidden 

layer, and the DNN output, respectively. Green units represent linear activation units. (detailed architecture: 4 temporally 

convolutional layers, 64 features maps per layer, time window extent of 120ms) (C) Top. Exemplar voltage response of the 

L5PC model with AMPA synapses (cyan) and of the analogous DNN (magenta) to random synaptic input stimulation. Bottom. 

Zoom in on the dashed rectangle region in the top trace. (D) ROC curve of spike prediction; the area under the curve (AUC) 

is 0.9959. Zoom in on up to 4% false alarm rates is shown in the inset. Red circle denotes the threshold selected for the DNN 

model shown in B. (E) Scatter plot of the predicted DNN subthreshold voltage versus ground truth voltage. (F). Cross 

Correlation plot between the ground truth (L5PC with AMPA synapses) spike train and the predicted spike train of the 

respective DNN, when the prediction threshold was set according to red circle in D. (G) Learned weights of a selected unit in 

the DNN. Top Left, top center, and top right, inputs located on the basal dendrites, on the oblique dendrites, and on the apical 

tuft, respectively. For each case, top half of the rows are excitatory synapses whereas bottom half of rows are its inhibitory 

synapses. Different columns correspond to different time points relative to t0 (right most time point). Bottom. temporal cross-

section of the learned weights above. (H) Similar to G, first layer weights for a different unit in the first layer but with a 

different spatio-temporal pattern. (I) An additional unit, similar to G & H. 
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Fig S7. Removal of SK channels results in even higher prediction accuracy of both large and small DNNs. (A) DNN 

illustration of 1-layer FCN and exemplar traces of prediction. Like Fig. 3A,3B,3C (B) Quantitative performance evaluation 

of the network depicted in A, similar to Fig. 3D,3E,3F, only this time without SK channels in the cell. (C) Learned weights 

of a selected first layer unit of the network depicted in A. (D) DNN illustration of 4-layer TCN and exemplar traces of 

prediction. Similar to B (E) Quantitative performance evaluation of the network depicted in D. (C) Learned weights of a 

selected first layer unit of the network depicted in D. 
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Fig S8. Input-Output regimes of detailed L5PC model in the 3 different simulation cases: NMDA synapses, AMPA 

synapses and AMPA synapses with an additional SK channel removed. (A) Histograms of number of excitatory input 

spikes (left), inhibitory input spikes (middle) received as input on the entire dendritic tree in a 100ms time window for the 

L5PC model with NMDA synapses. Right. Histogram of number of output spikes in the same time period. (C) Scatter plot 

expanding the information presented in A: horizontal axis is number of inhibitory spikes, vertical axis is the number of 

excitatory spikes and the color of each dot represents the number of output spikes for the same time window of 200ms. (C-

D) Similar to A-B, but for the case of L5PC model with AMPA only synapses. (E-F) Similar to A-B, but for the case of L5PC 

model with AMPA only synapses and SK channels removed from the cell.  
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Fig S9. Interpretation of first layer filter activations of DNN representing a single dendritic branch. (A) Top. Raster 

plot of presynaptic input spikes to the branch from Fig. 4. Middle. Somatic voltage trace (cyan) and predicted voltage by the 

DNN from Fig. 4. (magenta). Bottom. Activations of the DNNs 4 units (B) Illustration of the DNN first layer weights and the 

colors they are represented by in the bottom plot of A (circles on the left of each filter).  
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