2.2 Research ................................................................. 10
  2.2.1 Goals ............................................................... 10
  2.2.2 Approaches ....................................................... 13
  2.2.3 Tools ............................................................... 15
  2.2.4 Evaluating progress ............................................ 17
2.3 Applications .......................................................... 18
  2.3.1 Competitions and prizes ....................................... 18
  2.3.2 Platforms ........................................................ 18
  2.3.3 Toys ............................................................... 18
2.4 Philosophy and ethics ................................................ 18
  2.4.1 The possibility/impossibility of artificial general intelligence ......................................... 19
  2.4.2 Intelligent behaviour and machine ethics .................. 19
  2.4.3 Machine consciousness, sentience and mind .......... 21
  2.4.4 Superintelligence ............................................... 22
2.5 In fiction ............................................................... 22
2.6 See also ............................................................... 22
2.7 Notes ................................................................. 23
2.8 References ............................................................ 32
  2.8.1 AI textbooks ..................................................... 32
  2.8.2 History of AI .................................................... 32
  2.8.3 Other sources ................................................... 32
2.9 Further reading ....................................................... 35
2.10 External links ........................................................ 36

3 Information theory ...................................................... 37
  3.1 Overview ................................................................ 37
  3.2 Historical background ............................................. 38
  3.3 Quantities of information ......................................... 38
    3.3.1 Entropy ........................................................... 38
    3.3.2 Joint entropy .................................................... 39
    3.3.3 Conditional entropy (equivocation) ....................... 39
    3.3.4 Mutual information (transinformation) ................. 39
    3.3.5 Kullback–Leibler divergence (information gain) ...... 40
    3.3.6 Kullback–Leibler divergence of a prior from the truth ........................................ 40
    3.3.7 Other quantities ................................................ 40
  3.4 Coding theory ......................................................... 40
    3.4.1 Source theory ................................................... 41
    3.4.2 Channel capacity ................................................. 41
  3.5 Applications to other fields ....................................... 42
    3.5.1 Intelligence uses and secrecy applications ............ 42
    3.5.2 Pseudorandom number generation ....................... 42
    3.5.3 Seismic exploration ............................................. 42
3.5.4 Semiotics ......................................................... 43
3.5.5 Miscellaneous applications ................................. 43
3.6 See also .......................................................... 43
3.6.1 Applications ................................................. 43
3.6.2 History .......................................................... 43
3.6.3 Theory .......................................................... 43
3.6.4 Concepts ......................................................... 43
3.7 References ........................................................ 44
3.7.1 The classic work .............................................. 44
3.7.2 Other journal articles ......................................... 44
3.7.3 Textbooks on information theory .......................... 44
3.7.4 Other books ..................................................... 45
3.8 External links ...................................................... 45

4 Computational science .......................................... 46
4.1 Applications of computational science ....................... 46
4.1.1 Numerical simulations ....................................... 46
4.1.2 Model fitting and data analysis ............................. 46
4.1.3 Computational optimization ................................ 46
4.2 Methods and algorithms ........................................ 46
4.3 Reproducibility and open research computing ............... 47
4.4 Journals ............................................................ 47
4.5 Education .......................................................... 47
4.6 Related fields ..................................................... 48
4.7 See also ............................................................. 48
4.8 References ........................................................ 48
4.9 Additional sources ............................................... 49
4.10 External links ..................................................... 49

5 Exploratory data analysis ........................................ 50
5.1 Overview .......................................................... 50
5.2 EDA development ............................................... 50
5.3 Techniques ......................................................... 51
5.4 History ............................................................. 51
5.5 Example ............................................................ 51
5.6 Software ........................................................... 52
5.7 See also ............................................................. 52
5.8 References ........................................................ 52
5.9 Bibliography ......................................................... 52
5.10 External links ..................................................... 53

6 Predictive analytics ............................................... 54
## CONTENTS

6.1 Definition .................................................. 54

6.2 Types ......................................................... 54
   6.2.1 Predictive models ........................................ 54
   6.2.2 Descriptive models ...................................... 55
   6.2.3 Decision models ......................................... 55

6.3 Applications ................................................ 55
   6.3.1 Analytical customer relationship management (CRM) ........ 55
   6.3.2 Clinical decision support systems ....................... 55
   6.3.3 Collection analytics ..................................... 55
   6.3.4 Cross-sell ............................................... 56
   6.3.5 Customer retention ....................................... 56
   6.3.6 Direct marketing ......................................... 56
   6.3.7 Fraud detection .......................................... 56
   6.3.8 Portfolio, product or economy-level prediction .......... 56
   6.3.9 Risk management ......................................... 56
   6.3.10 Underwriting ........................................... 57

6.4 Technology and big data influences .......................... 57

6.5 Analytical Techniques ....................................... 57
   6.5.1 Regression techniques .................................... 57
   6.5.2 Machine learning techniques ............................. 60

6.6 Tools .......................................................... 61
   6.6.1 PMML ..................................................... 62

6.7 Criticism ....................................................... 62

6.8 See also ....................................................... 62

6.9 References ..................................................... 62

6.10 Further reading ............................................... 63

7 Business intelligence ........................................... 64

7.1 Components .................................................. 64

7.2 History ........................................................ 64

7.3 Data warehousing .............................................. 65

7.4 Comparison with competitive intelligence ........................ 65

7.5 Comparison with business analytics ........................... 65

7.6 Applications in an enterprise ................................ 65

7.7 Prioritization of projects ..................................... 66

7.8 Success factors of implementation ............................ 66
   7.8.1 Business sponsorship ..................................... 66
   7.8.2 Business needs ........................................... 66
   7.8.3 Amount and quality of available data .................. 67

7.9 User aspect ..................................................... 67

7.10 BI Portals ...................................................... 68

7.11 Marketplace .................................................... 68
### 9.5.7 Temporal data mining

- Page 82

### 9.5.8 Sensor data mining

- Page 82

### 9.5.9 Visual data mining

- Page 82

### 9.5.10 Music data mining

- Page 82

### 9.5.11 Surveillance

- Page 82

### 9.5.12 Pattern mining

- Page 82

### 9.5.13 Subject-based data mining

- Page 83

### 9.5.14 Knowledge grid

- Page 83

### 9.6 Privacy concerns and ethics

- Page 83

#### 9.6.1 Situation in Europe

- Page 83

#### 9.6.2 Situation in the United States

- Page 84

### 9.7 Copyright Law

- Page 84

#### 9.7.1 Situation in Europe

- Page 84

#### 9.7.2 Situation in the United States

- Page 84

### 9.8 Software

- Page 84

#### 9.8.1 Free open-source data mining software and applications

- Page 84

#### 9.8.2 Commercial data-mining software and applications

- Page 85

#### 9.8.3 Marketplace surveys

- Page 85

### 9.9 See also

- Page 85

### 9.10 References

- Page 86

### 9.11 Further reading

- Page 89

### 9.12 External links

- Page 90

### 10 Big data

- Page 91

#### 10.1 Definition

- Page 92

#### 10.2 Characteristics

- Page 92

#### 10.3 Architecture

- Page 93

#### 10.4 Technologies

- Page 93

#### 10.5 Applications

- Page 93

##### 10.5.1 Government

- Page 94

##### 10.5.2 International development

- Page 94

##### 10.5.3 Manufacturing

- Page 95

##### 10.5.4 Media

- Page 95

##### 10.5.5 Private sector

- Page 96

##### 10.5.6 Science

- Page 96

#### 10.6 Research activities

- Page 96

#### 10.7 Critique

- Page 97

##### 10.7.1 Critiques of the big data paradigm

- Page 98

##### 10.7.2 Critiques of big data execution

- Page 98

#### 10.8 See also

- Page 99

#### 10.9 References

- Page 99

#### 10.10 Further reading

- Page 103
11 Euclidean distance

11.1 Definition

11.1.1 One dimension

11.1.2 Two dimensions

11.1.3 Three dimensions

11.1.4 n dimensions

11.1.5 Squared Euclidean distance

11.2 See also

11.3 References

12 Hamming distance

12.1 Examples

12.2 Properties

12.3 Error detection and error correction

12.4 History and applications

12.5 Algorithm example

12.6 See also

12.7 Notes

12.8 References

13 Norm (mathematics)

13.1 Definition

13.2 Notation

13.3 Examples

13.3.1 Absolute-value norm

13.3.2 Euclidean norm

13.3.3 Taxicab norm or Manhattan norm

13.3.4 p-norm

13.3.5 Maximum norm (special case of: infinity norm, uniform norm, or supremum norm)

13.3.6 Zero norm

13.3.7 Other norms

13.3.8 Infinite-dimensional case

13.4 Properties

13.5 Classification of seminorms: absolutely convex absorbing sets

13.6 Generalizations

13.7 See also

13.8 Notes

13.9 References

14 Regularization (mathematics)

14.1 Regularization in statistics and machine learning
14.2 See also ................................................................. 114
14.3 Notes ................................................................. 115
14.4 References .......................................................... 115

15 Loss function ......................................................... 116
15.1 Use in statistics ...................................................... 116
  15.1.1 Definition ...................................................... 116
15.2 Expected loss ....................................................... 116
  15.2.1 Frequentist expected loss .................................... 116
  15.2.2 Bayesian expected loss ...................................... 117
  15.2.3 Economic choice under uncertainty ....................... 117
  15.2.4 Examples ..................................................... 117
15.3 Decision rules ...................................................... 117
15.4 Selecting a loss function ........................................ 117
15.5 Loss functions in Bayesian statistics ......................... 118
15.6 Regret .............................................................. 118
15.7 Quadratic loss function ......................................... 118
15.8 0-1 loss function ................................................ 118
15.9 See also ............................................................ 118
15.10 References .......................................................... 119
15.11 Further reading .................................................... 119

16 Least squares ......................................................... 120
16.1 History .............................................................. 120
  16.1.1 Context ......................................................... 120
  16.1.2 The method ................................................... 121
16.2 Problem statement ................................................ 122
16.3 Limitations .......................................................... 122
16.4 Solving the least squares problem ............................. 122
  16.4.1 Linear least squares .......................................... 123
  16.4.2 Non-linear least squares ................................... 123
  16.4.3 Differences between linear and non-linear least squares 123
16.5 Least squares, regression analysis and statistics ........... 124
16.6 Weighted least squares .......................................... 125
16.7 Relationship to principal components ....................... 125
16.8 Regularized versions ............................................. 126
  16.8.1 Tikhonov regularization ...................................... 126
  16.8.2 Lasso method ................................................ 126
16.9 See also ............................................................ 126
16.10 References .......................................................... 126
16.11 Further reading .................................................... 127
18.2.2 Structural risk minimization ........................................ 140
18.3 Generative training ....................................................... 141
18.4 Generalizations of supervised learning ................................. 141
18.5 Approaches and algorithms .............................................. 141
18.6 Applications ............................................................... 142
18.7 General issues ............................................................ 142
18.8 References ................................................................. 142
18.9 External links .............................................................. 142

19 Linear regression ............................................................ 143
  19.1 Introduction to linear regression ........................................ 143
    19.1.1 Assumptions ....................................................... 145
    19.1.2 Interpretation ..................................................... 146
  19.2 Extensions ............................................................... 147
    19.2.1 Simple and multiple regression .................................. 147
    19.2.2 General linear models ........................................... 147
    19.2.3 Heteroscedastic models ......................................... 147
    19.2.4 Generalized linear models ....................................... 147
    19.2.5 Hierarchical linear models ..................................... 148
    19.2.6 Errors-in-variables .............................................. 148
    19.2.7 Others ............................................................. 148
  19.3 Estimation methods .................................................... 148
    19.3.1 Least-squares estimation and related techniques ............. 148
    19.3.2 Maximum-likelihood estimation and related techniques ...... 149
    19.3.3 Other estimation techniques .................................... 150
    19.3.4 Further discussion ............................................... 150
    19.3.5 Using Linear Algebra .......................................... 151
  19.4 Applications of linear regression ..................................... 151
    19.4.1 Trend line ....................................................... 151
    19.4.2 Epidemiology ................................................... 151
    19.4.3 Finance .......................................................... 152
    19.4.4 Economics ........................................................ 152
    19.4.5 Environmental science ........................................... 152
  19.5 See also ..................................................................... 152
  19.6 Notes ..................................................................... 152
  19.7 References ............................................................... 153
  19.8 Further reading .......................................................... 154
  19.9 External links ............................................................ 154

20 Tikhonov regularization .................................................... 155
  20.1 History ................................................................. 155
  20.2 Generalized Tikhonov regularization ................................. 155
## CONTENTS

20.3 Regularization in Hilbert space ........................................ 156
20.4 Relation to singular value decomposition and Wiener filter ........ 156
20.5 Determination of the Tikhonov factor .................................. 156
20.6 Relation to probabilistic formulation .................................. 156
20.7 Bayesian interpretation .................................................... 157
20.8 See also ................................................................. 157
20.9 References .............................................................. 157

21 Regression analysis ......................................................... 159
21.1 History ................................................................. 159
21.2 Regression models ....................................................... 160
  21.2.1 Necessary number of independent measurements .......... 160
  21.2.2 Statistical assumptions ......................................... 160
21.3 Underlying assumptions .................................................. 161
21.4 Linear regression ........................................................ 161
  21.4.1 General linear model ............................................. 162
  21.4.2 Diagnostics ....................................................... 162
  21.4.3 “Limited dependent” variables ................................ 162
21.5 Interpolation and extrapolation ......................................... 163
21.6 Nonlinear regression ..................................................... 163
21.7 Power and sample size calculations ................................... 163
21.8 Other methods .......................................................... 163
21.9 Software ............................................................... 164
21.10 See also ............................................................... 164
21.11 References ............................................................ 164
21.12 Further reading ......................................................... 165
21.13 External links ......................................................... 165

22 Statistical learning theory ................................................. 166
22.1 Introduction ............................................................ 166
22.2 Formal Description ...................................................... 166
22.3 Loss Functions ........................................................ 167
  22.3.1 Regression ....................................................... 167
  22.3.2 Classification ................................................... 167
22.4 Regularization ........................................................... 167
22.5 See also ............................................................... 168
22.6 References ............................................................ 168

23 Vapnik–Chervonenkis theory .......................................... 169
23.1 Introduction ............................................................ 169
23.2 Overview of VC theory in Empirical Processes ....................... 169
  23.2.1 Background on Empirical Processes ......................... 169
## CONTENTS

23.2.2 Symmetrization .................................................. 170
23.2.3 VC Connection ................................................... 171
23.3 VC Inequality ....................................................... 172
  23.3.1 Theorem (VC Inequality) ..................................... 172
23.4 References .......................................................... 172

24 Probably approximately correct learning ................................ 174
  24.1 Definitions and terminology ..................................... 174
  24.2 Equivalence ........................................................ 174
  24.3 References .......................................................... 174
  24.4 Further reading ..................................................... 175

25 Algorithmic learning theory ........................................... 176
  25.1 Distinguishing Characteristics .................................. 176
  25.2 Learning in the limit .............................................. 176
  25.3 Other Identification Criteria .................................... 177
  25.4 See also ............................................................. 177
  25.5 References .......................................................... 177
  25.6 External links ........................................................ 177

26 Statistical hypothesis testing ........................................ 178
  26.1 Variations and sub-classes ...................................... 178
  26.2 The testing process .............................................. 178
    26.2.1 Interpretation ................................................. 179
    26.2.2 Use and importance .......................................... 180
    26.2.3 Cautions ....................................................... 180
  26.3 Example ............................................................ 181
    26.3.1 Lady tasting tea ............................................. 181
    26.3.2 Analogy – Courtroom trial .................................. 181
    26.3.3 Example 1 – Philosopher’s beans ......................... 181
    26.3.4 Example 2 – Clairvoyant card game[20] ................. 181
    26.3.5 Example 3 – Radioactive suitcase ......................... 182
  26.4 Definition of terms ............................................... 183
  26.5 Common test statistics .......................................... 184
  26.6 Origins and early controversy .................................. 184
    26.6.1 Early choices of null hypothesis ......................... 186
  26.7 Null hypothesis statistical significance testing vs hypothesis testing .................................................. 186
  26.8 Criticism ........................................................... 187
  26.9 Alternatives ......................................................... 188
  26.10 Philosophy .......................................................... 188
  26.11 Education .......................................................... 188
  26.12 See also ............................................................ 189
27 Bayesian inference 194

27.1 Introduction to Bayes' rule 194
  27.1.1 Formal 194
  27.1.2 Informal 195
  27.1.3 Bayesian updating 195

27.2 Formal description of Bayesian inference 195
  27.2.1 Definitions 195
  27.2.2 Bayesian inference 195
  27.2.3 Bayesian prediction 196

27.3 Inference over exclusive and exhaustive possibilities 196
  27.3.1 General formulation 196
  27.3.2 Multiple observations 197
  27.3.3 Parametric formulation 197

27.4 Mathematical properties 197
  27.4.1 Interpretation of factor 197
  27.4.2 Cromwell's rule 197
  27.4.3 Asymptotic behaviour of posterior 197
  27.4.4 Conjugate priors 198
  27.4.5 Estimates of parameters and predictions 198

27.5 Examples 198
  27.5.1 Probability of a hypothesis 198
  27.5.2 Making a prediction 199

27.6 In frequentist statistics and decision theory 199
  27.6.1 Model selection 200

27.7 Applications 200
  27.7.1 Computer applications 200
  27.7.2 In the courtroom 200
  27.7.3 Bayesian epistemology 201
  27.7.4 Other 201

27.8 Bayes and Bayesian inference 201

27.9 History 201

27.10 See also 201

27.11 Notes 202

27.12 References 202

27.13 Further reading 203
  27.13.1 Elementary 203
  27.13.2 Intermediate or advanced 203
28 Chi-squared distribution 205

28.1 History and name ................................................. 205
28.2 Definition ......................................................... 205
28.3 Characteristics .................................................. 205
  28.3.1 Probability density function ............................ 205
  28.3.2 Differential equation ...................................... 206
  28.3.3 Cumulative distribution function ....................... 206
  28.3.4 Additivity ..................................................... 206
  28.3.5 Sample mean ................................................ 206
  28.3.6 Entropy ........................................................ 206
  28.3.7 Noncentral moments ...................................... 207
  28.3.8 Cumulants .................................................... 207
  28.3.9 Asymptotic properties .................................... 207
28.4 Relation to other distributions ................................. 207
28.5 Generalizations .................................................. 208
  28.5.1 Linear combination ........................................ 208
  28.5.2 Chi-squared distributions ................................. 208
  28.5.3 Gamma, exponential, and related distributions ........ 208
28.6 Applications ...................................................... 209
28.7 Table of $\chi^2$ value vs p-value .................................. 209
28.8 See also ............................................................. 209
28.9 References ......................................................... 209
28.10 Further reading .................................................. 210
28.11 External links ..................................................... 210

29 Chi-squared test 211

29.1 Examples of chi-square tests with samples ................. 211
  29.1.1 Pearson's chi-square test ............................... 211
  29.1.2 Yates's correction for continuity ....................... 211
  29.1.3 Other chi-square tests ................................... 212
29.2 Chi-squared test for variance in a normal population .......... 212
29.3 Example chi-squared test for categorical data .............. 212
29.4 Applications ...................................................... 212
  29.5 See also ............................................................. 212
29.6 References ......................................................... 213

30 Goodness of fit 214

30.1 Fit of distributions ............................................... 214
30.2 Regression analysis ............................................. 214
  30.2.1 Example .......................................................... 214
30.3 Categorical data .................................................. 215
  30.3.1 Pearson's chi-squared test ................................. 215
  30.3.2 Binomial case ................................................ 215
30.4 Other measures of fit ........................................... 215
30.5 See also ............................................................ 215
30.6 References ....................................................... 216

31 Likelihood-ratio test .............................................. 217
  31.1 Use ............................................................... 217
  31.2 Simple-vs-simple hypotheses ................................. 217
  31.3 Definition (likelihood ratio test for composite hypotheses) ........................................... 218
    31.3.1 Interpretation ............................................. 218
    31.3.2 Distribution: Wilks's theorem ......................... 218
  31.4 Examples ........................................................ 218
    31.4.1 Coin tossing ............................................ 218
  31.5 References ....................................................... 219
  31.6 External links .................................................. 219

32 Statistical classification ....................................... 220
  32.1 Relation to other problems .................................. 220
  32.2 Frequentist procedures ...................................... 221
  32.3 Bayesian procedures ......................................... 221
  32.4 Binary and multiclass classification ....................... 221
  32.5 Feature vectors ............................................... 221
  32.6 Linear classifiers ............................................. 221
  32.7 Algorithms .................................................... 222
  32.8 Evaluation ..................................................... 222
  32.9 Application domains ......................................... 222
  32.10 See also ........................................................ 222
  32.11 References ..................................................... 223
  32.12 External links ................................................ 223

33 Binary classification ............................................. 224
  33.1 Evaluation of binary classifiers ............................. 224
  33.2 Converting continuous values to binary .................... 225
  33.3 See also ........................................................ 225
  33.4 References ....................................................... 226
  33.5 Bibliography .................................................... 226

34 Maximum likelihood .............................................. 227
  34.1 Principles ...................................................... 227
  34.2 Properties ...................................................... 228
    34.2.1 Consistency ............................................... 228
34.2.2 Asymptotic normality .................................................. 229
34.2.3 Functional invariance .................................................. 230
34.2.4 Higher-order properties ................................................. 231
34.3 Examples ................................................................. 231
  34.3.1 Discrete uniform distribution ...................................... 231
  34.3.2 Discrete distribution, finite parameter space ..................... 231
  34.3.3 Discrete distribution, continuous parameter space ............. 232
  34.3.4 Continuous distribution, continuous parameter space .......... 232
34.4 Non-independent variables .............................................. 233
34.5 Iterative procedures ..................................................... 234
34.6 Applications ............................................................. 234
34.7 History ................................................................. 234
34.8 See also ................................................................. 234
34.9 References ............................................................... 235
34.10 Further reading ........................................................... 235
34.11 External links ............................................................ 236

35 Linear classifier ............................................................ 237
  35.1 Definition ............................................................... 237
  35.2 Generative models vs. discriminative models ....................... 237
    35.2.1 Discriminative training ........................................... 238
  35.3 See also ............................................................... 238
  35.4 Notes ................................................................. 238

36 Logistic regression .......................................................... 239
  36.1 Fields and example applications .................................... 239
  36.2 Basics ................................................................. 240
  36.3 Logistic function, odds, odds ratio, and logit ..................... 240
    36.3.1 Definition of the logistic function ............................... 240
    36.3.2 Definition of the inverse of the logistic function ........... 241
    36.3.3 Interpretation of these terms ................................... 241
    36.3.4 Definition of the odds ........................................... 241
    36.3.5 Definition of the odds ratio ................................... 241
    36.3.6 Multiple explanatory variables ................................. 241
  36.4 Model fitting .......................................................... 241
    36.4.1 Estimation ......................................................... 241
    36.4.2 Evaluating goodness of fit ...................................... 242
  36.5 Coefficients ........................................................... 244
    36.5.1 Likelihood ratio test ............................................. 244
    36.5.2 Wald statistic ..................................................... 244
    36.5.3 Case-control sampling .......................................... 244
  36.6 Formal mathematical specification ................................... 244
36.6.1 Setup ................................................................. 244
36.6.2 As a generalized linear model ............................... 246
36.6.3 As a latent-variable model .................................... 246
36.6.4 As a two-way latent-variable model ......................... 247
36.6.5 As a “log-linear” model ...................................... 248
36.6.6 As a single-layer perceptron ................................ 249
36.6.7 In terms of binomial data .................................... 250
36.7 Bayesian logistic regression ..................................... 250
36.7.1 Gibbs sampling with an approximating distribution .... 251
36.8 Extensions .......................................................... 251
36.9 Model suitability .................................................. 252
36.10 See also ............................................................ 252
36.11 References .......................................................... 252
36.12 Further reading .................................................... 253
36.13 External links ....................................................... 253

37 Linear discriminant analysis ......................................... 254
37.1 LDA for two classes ................................................ 254
37.2 Canonical discriminant analysis for \( k \) classes ............... 255
37.3 Fisher's linear discriminant ....................................... 255
37.4 Multiclass LDA ...................................................... 255
37.5 Practical use ........................................................ 256
37.6 Applications ........................................................ 256
  37.6.1 Bankruptcy prediction ....................................... 256
  37.6.2 Face recognition .............................................. 256
  37.6.3 Marketing ..................................................... 256
  37.6.4 Biomedical studies .......................................... 257
  37.6.5 Earth Science ................................................. 257
37.7 See also ............................................................ 257
37.8 References .......................................................... 257
37.9 Further reading .................................................... 258
37.10 External links ....................................................... 258

38 Naive Bayes classifier .................................................. 259
38.1 Introduction ........................................................ 259
38.2 Probabilistic model ............................................... 259
  38.2.1 Constructing a classifier from the probability model .... 260
38.3 Parameter estimation and event models ....................... 260
  38.3.1 Gaussian naive Bayes ....................................... 260
  38.3.2 Multinomial naive Bayes .................................... 260
  38.3.3 Bernoulli naive Bayes ....................................... 260
  38.3.4 Semi-supervised parameter estimation .................... 260
38.4 Discussion ....................................................... 262
  38.4.1 Relation to logistic regression .......................... 262
38.5 Examples ...................................................... 262
  38.5.1 Sex classification ........................................ 262
  38.5.2 Document classification ............................... 263
38.6 See also ....................................................... 264
38.7 References .................................................... 264
  38.7.1 Further reading ......................................... 264
38.8 External links ................................................ 264

39 Cross-validation (statistics) ........................................ 266
  39.1 Purpose of cross-validation ............................... 266
  39.2 Common types of cross-validation ......................... 267
    39.2.1 Exhaustive cross-validation ......................... 267
    39.2.2 Non-exhaustive cross-validation .................... 267
  39.3 Measures of fit ............................................. 268
  39.4 Applications ............................................... 268
  39.5 Statistical properties ..................................... 268
  39.6 Computational issues ...................................... 268
  39.7 Relationship to other forms of validation ................. 268
  39.8 Limitations and misuse .................................... 269
  39.9 See also .................................................... 269
  39.10 Notes and references .................................... 269

40 Unsupervised learning .............................................. 271
  40.1 Method of moments ......................................... 271
  40.2 See also .................................................... 271
  40.3 Notes ......................................................... 272
  40.4 Further reading ............................................. 272

41 Cluster analysis ...................................................... 273
  41.1 Definition .................................................... 273
  41.2 Algorithms .................................................. 274
    41.2.1 Connectivity based clustering (hierarchical clustering) 274
    41.2.2 Centroid-based clustering ............................. 275
    41.2.3 Distribution-based clustering ....................... 275
    41.2.4 Density-based clustering ............................. 276
    41.2.5 Recent developments ................................. 276
    41.2.6 Other methods ...................................... 277
  41.3 Evaluation and assessment .................................. 277
    41.3.1 Internal evaluation ................................. 277
    41.3.2 External evaluation ................................. 277
CONTENTS

43.5.3 Feature learning ........................................ 293
43.6 Relation to other statistical machine learning algorithms .............. 294
  43.6.1 Mean shift clustering .................................. 294
  43.6.2 Principal component analysis (PCA) ......................... 294
  43.6.3 Independent component analysis (ICA) ..................... 294
  43.6.4 Bilateral filtering ...................................... 294
43.7 Similar problems .......................................... 294
43.8 Software Implementations ................................... 294
  43.8.1 Free .................................................. 294
  43.8.2 Commercial ............................................ 295
43.9 See also .................................................. 295
43.10 References ................................................ 295

44 Hierarchical clustering ......................................... 297
  44.1 Cluster dissimilarity ....................................... 297
    44.1.1 Metric ............................................. 297
    44.1.2 Linkage criteria .................................... 297
  44.2 Discussion ................................................ 298
  44.3 Example for Agglomerative Clustering .......................... 298
  44.4 Software ................................................ 299
    44.4.1 Open Source Frameworks ............................... 299
    44.4.2 Standalone implementations ............................ 299
    44.4.3 Commercial .......................................... 299
  44.5 See also ................................................ 299
  44.6 Notes .................................................... 300
  44.7 References and further reading ................................ 300

45 Instance-based learning ........................................ 301
  45.1 See also ................................................ 301
  45.2 References ................................................ 301

46 k-nearest neighbors algorithm .................................. 302
  46.1 Algorithm ................................................ 302
  46.2 Parameter selection ....................................... 303
  46.3 Properties ................................................. 303
  46.4 Metric Learning ........................................... 303
  46.5 Feature extraction ........................................ 303
  46.6 Dimension reduction ...................................... 303
  46.7 Decision boundary ........................................ 304
  46.8 Data reduction ............................................ 304
    46.8.1 Selection of class-outliers ............................ 304
    46.8.2 CNN for data reduction ............................... 304
46.9  \( k \)-NN regression .................................................. 305
46.10 Validation of results .............................................. 305
46.11 See also ................................................................. 305
46.12 References ............................................................... 306
46.13 Further reading ....................................................... 306

47  Principal component analysis ..................................... 307

47.1 Intuition ................................................................. 308
47.2 Details ................................................................. 308
  47.2.1 First component ................................................ 308
  47.2.2 Further components ........................................... 308
  47.2.3 Covariances ...................................................... 309
  47.2.4 Dimensionality reduction .................................... 309
  47.2.5 Singular value decomposition ............................... 310
47.3 Further considerations ............................................. 310
47.4 Table of symbols and abbreviations ............................. 311
47.5 Properties and limitations of PCA ................................. 311
  47.5.1 Properties\(^[11]\) ................................................. 311
  47.5.2 Limitations ...................................................... 312
  47.5.3 PCA and information theory .................................. 312
47.6 Computing PCA using the covariance method .................. 312
  47.6.1 Organize the data set ........................................... 312
  47.6.2 Calculate the empirical mean ............................... 312
  47.6.3 Calculate the deviations from the mean ................... 312
  47.6.4 Find the covariance matrix ................................. 313
  47.6.5 Find the eigenvectors and eigenvalues of the covariance matrix ....................................................... 313
  47.6.6 Rearrange the eigenvectors and eigenvalues ................ 313
  47.6.7 Compute the cumulative energy content for each eigenvector ....................................................... 313
  47.6.8 Select a subset of the eigenvectors as basis vectors .... 313
  47.6.9 Convert the source data to z-scores (optional) ........... 314
  47.6.10 Project the z-scores of the data onto the new basis ... 314
47.7 Derivation of PCA using the covariance method ............... 314
  47.7.1 Iterative computation .......................................... 314
  47.7.2 The NIPALS method ............................................ 314
  47.7.3 Online/sequential estimation .................................. 315
47.8 PCA and qualitative variables ................................... 315
47.9 Applications .......................................................... 315
  47.9.1 Neuroscience ..................................................... 315
47.10 Relation between PCA and \( K \)-means clustering ......... 315
47.11 Relation between PCA and factor analysis\(^[34]\) .................. 316
47.12 Correspondence analysis .......................................... 316
47.13 Generalizations ....................................................... 316
### 47.13.1 Nonlinear generalizations ................................................. 316
### 47.13.2 Multilinear generalizations ................................................ 316
### 47.13.3 Higher order ........................................................................ 316
### 47.13.4 Robustness – weighted PCA .................................................. 317
### 47.13.5 Robust PCA via Decomposition in Low Rank and Sparse Matrices ...... 317
### 47.13.6 Sparse PCA ........................................................................ 317
### 47.14 Software/source code ............................................................... 317
### 47.15 See also .................................................................................. 318
### 47.16 Notes ..................................................................................... 318
### 47.17 References .............................................................................. 320
### 47.18 External links .......................................................................... 320

#### 48 Dimensionality reduction ......................................................... 321

- **48.1 Feature selection** ................................................................. 321
- **48.2 Feature extraction** ............................................................... 321
- **48.3 Dimension reduction** ........................................................... 322
- **48.4 See also** .............................................................................. 322
- **48.5 Notes** ................................................................................. 322
- **48.6 References** ......................................................................... 322
- **48.7 External links** ..................................................................... 323

#### 49 Greedy algorithm .................................................................... 324

- **49.1 Specifics** ............................................................................ 324
  - **49.1.1 Cases of failure** ............................................................... 325
- **49.2 Types** .................................................................................. 325
- **49.3 Applications** ....................................................................... 325
- **49.4 Examples** ........................................................................... 325
- **49.5 See also** .............................................................................. 326
- **49.6 Notes** ................................................................................. 326
- **49.7 References** ......................................................................... 326
- **49.8 External links** ..................................................................... 326

#### 50 Reinforcement learning ............................................................. 327

- **50.1 Introduction** ....................................................................... 327
- **50.2 Exploration** ........................................................................ 328
- **50.3 Algorithms for control learning .............................................. 328
  - **50.3.1 Criterion of optimality** .................................................... 328
  - **50.3.2 Brute force** .................................................................. 329
  - **50.3.3 Value function approaches** ........................................... 329
  - **50.3.4 Direct policy search** ....................................................... 330
- **50.4 Theory** ............................................................................... 331
- **50.5 Current research** ................................................................. 331
<table>
<thead>
<tr>
<th>Section</th>
<th>Title</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>50.6</td>
<td>Literature</td>
<td>331</td>
</tr>
<tr>
<td>50.6.1</td>
<td>Conferences, journals</td>
<td>331</td>
</tr>
<tr>
<td>50.7</td>
<td>See also</td>
<td>332</td>
</tr>
<tr>
<td>50.8</td>
<td>Implementations</td>
<td>332</td>
</tr>
<tr>
<td>50.9</td>
<td>References</td>
<td>332</td>
</tr>
<tr>
<td>50.10</td>
<td>External links</td>
<td>333</td>
</tr>
<tr>
<td>51</td>
<td>Decision tree learning</td>
<td>334</td>
</tr>
<tr>
<td>51.1</td>
<td>General</td>
<td>334</td>
</tr>
<tr>
<td>51.2</td>
<td>Types</td>
<td>335</td>
</tr>
<tr>
<td>51.3</td>
<td>Metrics</td>
<td>335</td>
</tr>
<tr>
<td>51.3.1</td>
<td>Gini impurity</td>
<td>335</td>
</tr>
<tr>
<td>51.3.2</td>
<td>Information gain</td>
<td>336</td>
</tr>
<tr>
<td>51.3.3</td>
<td>Variance reduction</td>
<td>336</td>
</tr>
<tr>
<td>51.4</td>
<td>Decision tree advantages</td>
<td>336</td>
</tr>
<tr>
<td>51.5</td>
<td>Limitations</td>
<td>336</td>
</tr>
<tr>
<td>51.6</td>
<td>Extensions</td>
<td>336</td>
</tr>
<tr>
<td>51.6.1</td>
<td>Decision graphs</td>
<td>337</td>
</tr>
<tr>
<td>51.6.2</td>
<td>Alternative search methods</td>
<td>337</td>
</tr>
<tr>
<td>51.7</td>
<td>See also</td>
<td>337</td>
</tr>
<tr>
<td>51.8</td>
<td>Implementations</td>
<td>337</td>
</tr>
<tr>
<td>51.9</td>
<td>References</td>
<td>337</td>
</tr>
<tr>
<td>51.10</td>
<td>External links</td>
<td>338</td>
</tr>
<tr>
<td>52</td>
<td>Information gain in decision trees</td>
<td>339</td>
</tr>
<tr>
<td>52.1</td>
<td>General definition</td>
<td>339</td>
</tr>
<tr>
<td>52.2</td>
<td>Formal definition</td>
<td>339</td>
</tr>
<tr>
<td>52.3</td>
<td>Drawbacks</td>
<td>339</td>
</tr>
<tr>
<td>52.4</td>
<td>References</td>
<td>339</td>
</tr>
<tr>
<td>53</td>
<td>Ensemble learning</td>
<td>340</td>
</tr>
<tr>
<td>53.1</td>
<td>Overview</td>
<td>340</td>
</tr>
<tr>
<td>53.2</td>
<td>Ensemble theory</td>
<td>340</td>
</tr>
<tr>
<td>53.3</td>
<td>Common types of ensembles</td>
<td>340</td>
</tr>
<tr>
<td>53.3.1</td>
<td>Bayes optimal classifier</td>
<td>340</td>
</tr>
<tr>
<td>53.3.2</td>
<td>Bootstrap aggregating (bagging)</td>
<td>341</td>
</tr>
<tr>
<td>53.3.3</td>
<td>Boosting</td>
<td>341</td>
</tr>
<tr>
<td>53.3.4</td>
<td>Bayesian model averaging</td>
<td>341</td>
</tr>
<tr>
<td>53.3.5</td>
<td>Bayesian model combination</td>
<td>341</td>
</tr>
<tr>
<td>53.3.6</td>
<td>Bucket of models</td>
<td>342</td>
</tr>
<tr>
<td>53.3.7</td>
<td>Stacking</td>
<td>342</td>
</tr>
<tr>
<td>53.4</td>
<td>References</td>
<td>342</td>
</tr>
</tbody>
</table>
53.5 Further reading ................................................................. 343
53.6 External links ................................................................. 343

54 Random forest ................................................................. 344
54.1 History ................................................................. 344
54.2 Algorithm ................................................................. 344
  54.2.1 Preliminaries: decision tree learning ......................... 344
  54.2.2 Tree bagging .......................................................... 345
  54.2.3 From bagging to random forests .............................. 345
  54.2.4 Extensions ............................................................. 345
54.3 Properties ................................................................. 345
  54.3.1 Variable importance ............................................... 345
  54.3.2 Relationship to nearest neighbors ......................... 346
54.4 Unsupervised learning with random forests .................... 346
54.5 Variants ................................................................. 346
54.6 See also ................................................................. 346
54.7 References ............................................................... 346
54.8 External links ............................................................. 347

55 Boosting (machine learning) ............................................. 348
55.1 Boosting algorithms ..................................................... 348
55.2 Examples of boosting algorithms .................................. 348
55.3 Criticism ................................................................. 348
55.4 See also ................................................................. 349
55.5 Implementations ........................................................ 349
55.6 References ............................................................... 349
  55.6.1 Footnotes ............................................................. 349
  55.6.2 Notations ............................................................. 349
55.7 External links ............................................................. 349

56 Bootstrap aggregating ...................................................... 350
56.1 Description of the technique ......................................... 350
56.2 Example: Ozone data .................................................. 350
56.3 Bagging for nearest neighbour classifiers ....................... 351
56.4 History ................................................................. 351
56.5 See also ................................................................. 351
56.6 References ............................................................... 351

57 Gradient boosting .......................................................... 352
57.1 Informal introduction ................................................... 352
57.2 Algorithm ................................................................. 352
57.3 Gradient tree boosting .................................................. 353
  57.3.1 Size of trees .......................................................... 354
<table>
<thead>
<tr>
<th>Section</th>
<th>Title</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>60.3</td>
<td>Motivation</td>
<td>366</td>
</tr>
<tr>
<td>60.4</td>
<td>Linear SVM</td>
<td>367</td>
</tr>
<tr>
<td>60.4.1</td>
<td>Primal form</td>
<td>368</td>
</tr>
<tr>
<td>60.4.2</td>
<td>Dual form</td>
<td>368</td>
</tr>
<tr>
<td>60.4.3</td>
<td>Biased and unbiased hyperplanes</td>
<td>368</td>
</tr>
<tr>
<td>60.5</td>
<td>Soft margin</td>
<td>368</td>
</tr>
<tr>
<td>60.5.1</td>
<td>Dual form</td>
<td>369</td>
</tr>
<tr>
<td>60.6</td>
<td>Nonlinear classification</td>
<td>369</td>
</tr>
<tr>
<td>60.7</td>
<td>Properties</td>
<td>370</td>
</tr>
<tr>
<td>60.7.1</td>
<td>Parameter selection</td>
<td>370</td>
</tr>
<tr>
<td>60.7.2</td>
<td>Issues</td>
<td>370</td>
</tr>
<tr>
<td>60.8</td>
<td>Extensions</td>
<td>370</td>
</tr>
<tr>
<td>60.8.1</td>
<td>Multiclass SVM</td>
<td>370</td>
</tr>
<tr>
<td>60.8.2</td>
<td>Transductive support vector machines</td>
<td>370</td>
</tr>
<tr>
<td>60.8.3</td>
<td>Structured SVM</td>
<td>371</td>
</tr>
<tr>
<td>60.8.4</td>
<td>Regression</td>
<td>371</td>
</tr>
<tr>
<td>60.9</td>
<td>Interpreting SVM models</td>
<td>371</td>
</tr>
<tr>
<td>60.10</td>
<td>Implementation</td>
<td>371</td>
</tr>
<tr>
<td>60.11</td>
<td>Applications</td>
<td>372</td>
</tr>
<tr>
<td>60.12</td>
<td>See also</td>
<td>372</td>
</tr>
<tr>
<td>60.13</td>
<td>References</td>
<td>372</td>
</tr>
<tr>
<td>60.14</td>
<td>External links</td>
<td>373</td>
</tr>
<tr>
<td>60.15</td>
<td>Bibliography</td>
<td>373</td>
</tr>
<tr>
<td>61</td>
<td>Artificial neural network</td>
<td>375</td>
</tr>
<tr>
<td>61.1</td>
<td>Background</td>
<td>375</td>
</tr>
<tr>
<td>61.2</td>
<td>History</td>
<td>376</td>
</tr>
<tr>
<td>61.2.1</td>
<td>Improvements since 2006</td>
<td>376</td>
</tr>
<tr>
<td>61.3</td>
<td>Models</td>
<td>377</td>
</tr>
<tr>
<td>61.3.1</td>
<td>Network function</td>
<td>377</td>
</tr>
<tr>
<td>61.3.2</td>
<td>Learning</td>
<td>378</td>
</tr>
<tr>
<td>61.3.3</td>
<td>Learning paradigms</td>
<td>378</td>
</tr>
<tr>
<td>61.3.4</td>
<td>Learning algorithms</td>
<td>379</td>
</tr>
<tr>
<td>61.4</td>
<td>Employing artificial neural networks</td>
<td>379</td>
</tr>
<tr>
<td>61.5</td>
<td>Applications</td>
<td>380</td>
</tr>
<tr>
<td>61.5.1</td>
<td>Real-life applications</td>
<td>380</td>
</tr>
<tr>
<td>61.5.2</td>
<td>Neural networks and neuroscience</td>
<td>380</td>
</tr>
<tr>
<td>61.6</td>
<td>Neural network software</td>
<td>381</td>
</tr>
<tr>
<td>61.7</td>
<td>Types of artificial neural networks</td>
<td>381</td>
</tr>
<tr>
<td>61.8</td>
<td>Theoretical properties</td>
<td>381</td>
</tr>
<tr>
<td>61.8.1</td>
<td>Computational power</td>
<td>381</td>
</tr>
<tr>
<td>61.8.2</td>
<td>Capacity</td>
<td>381</td>
</tr>
</tbody>
</table>
## 61.8.3 Convergence

381

## 61.8.4 Generalization and statistics

381

## 61.9 Controversies

382

### 61.9.1 Training issues

382

### 61.9.2 Hardware issues

382

### 61.9.3 Practical counterexamples to criticisms

383

### 61.9.4 Hybrid approaches

383

## 61.10 Gallery

383

## 61.11 See also

383

## 61.12 References

384

## 61.13 Bibliography

386

## 61.14 External links

386

## 62 Deep learning

388

### 62.1 Introduction

388

#### 62.1.1 Definitions

388

#### 62.1.2 Fundamental concepts

389

### 62.2 History

389

### 62.3 Deep learning in artificial neural networks

390

### 62.4 Deep learning architectures

391

#### 62.4.1 Deep neural networks

392

#### 62.4.2 Issues with deep neural networks

392

#### 62.4.3 Deep belief networks

392

#### 62.4.4 Convolutional neural networks

393

#### 62.4.5 Convolutional Deep Belief Networks

393

#### 62.4.6 Deep Boltzmann Machines

394

#### 62.4.7 Stacked (Denoising) Auto-Encoders

394

#### 62.4.8 Deep Stacking Networks

395

#### 62.4.9 Tensor Deep Stacking Networks (T-DSN)

395

#### 62.4.10 Spike-and-Slab RBMs (ssRBMs)

395

#### 62.4.11 Compound Hierarchical-Deep Models

395

#### 62.4.12 Deep Coding Networks

396

#### 62.4.13 Multilayer Kernel Machine

396

#### 62.4.14 Deep Q-Networks

397

#### 62.4.15 Memory networks

397

### 62.5 Applications

397

#### 62.5.1 Automatic speech recognition

397

#### 62.5.2 Image recognition

398

#### 62.5.3 Natural language processing

398

#### 62.5.4 Drug discovery and toxicology

398

#### 62.5.5 Customer relationship management

399

### 62.6 Deep learning in the human brain

399
<table>
<thead>
<tr>
<th>Section</th>
<th>Title</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>62.7</td>
<td>Commercial activities</td>
<td>399</td>
</tr>
<tr>
<td>62.8</td>
<td>Criticism and comment</td>
<td>400</td>
</tr>
<tr>
<td>62.9</td>
<td>Deep learning software libraries</td>
<td>400</td>
</tr>
<tr>
<td>62.10</td>
<td>See also</td>
<td>401</td>
</tr>
<tr>
<td>62.11</td>
<td>References</td>
<td>401</td>
</tr>
<tr>
<td>62.12</td>
<td>Text and image sources, contributors, and licenses</td>
<td>407</td>
</tr>
<tr>
<td>62.12.1</td>
<td>Text</td>
<td>407</td>
</tr>
<tr>
<td>62.12.2</td>
<td>Images</td>
<td>422</td>
</tr>
<tr>
<td>62.12.3</td>
<td>Content license</td>
<td>427</td>
</tr>
</tbody>
</table>
Chapter 1

Machine learning

For the journal, see Machine Learning (journal).

Machine learning is a subfield of computer science that evolved from the study of pattern recognition and computational learning theory in artificial intelligence. Machine learning explores the construction and study of algorithms that can learn from and make predictions on data. Such algorithms operate by building a model from example inputs in order to make data-driven predictions or decisions.

Machine learning is closely related to and often overlaps with computational statistics; a discipline that also specializes in prediction-making. It has strong ties to mathematical optimization, which deliver methods, theory and application domains to the field. Machine learning is employed in a range of computing tasks where designing and programming explicit algorithms is infeasible. Example applications include spam filtering, optical character recognition (OCR), search engines and computer vision. Machine learning is sometimes conflated with data mining, although that focuses more on exploratory data analysis.

When employed in industrial contexts, machine learning methods may be referred to as predictive analytics or predictive modelling.

1.1 Overview

In 1959, Arthur Samuel defined machine learning as a “Field of study that gives computers the ability to learn without being explicitly programmed”.

Tom M. Mitchell provided a widely quoted, more formal definition: “A computer program is said to learn from experience E with respect to some class of tasks T and performance measure P, if its performance at tasks in T, as measured by P, improves with experience E”.

This definition is notable for its defining machine learning in fundamentally operational rather than cognitive terms, thus following Alan Turing’s proposal in his paper "Computing Machinery and Intelligence" that the question “Can machines think?” be replaced with the question “Can machines do what we (as thinking entities) can do?”

1.1.1 Types of problems and tasks

Machine learning tasks are typically classified into three broad categories, depending on the nature of the learning “signal” or “feedback” available to a learning system. These are:

- **Supervised learning**: The computer is presented with example inputs and their desired outputs, given by a “teacher”, and the goal is to learn a general rule that maps inputs to outputs.
- **Unsupervised learning**: No labels are given to the learning algorithm, leaving it on its own to find structure in its input. Unsupervised learning can be a goal in itself (discovering hidden patterns in data) or a means towards an end.
- **Reinforcement learning**: A computer program interacts with a dynamic environment in which it must perform a certain goal (such as driving a vehicle), without a teacher explicitly telling it whether it has come close to its goal or not. Another example is learning to play a game by playing against an opponent.

Between supervised and unsupervised learning is semi-supervised learning, where the teacher gives an incomplete training signal: a training set with some (often many) of the target outputs missing. Transduction is a special case of this principle where the entire set of problem instances is known at learning time, except that part of the targets are missing.

Among other categories of machine learning problems, learning to learn learns its own inductive bias based on previous experience. Developmental learning, elaborated for robot learning, generates its own sequences (also called curriculum) of learning situations to cumulatively acquire repertoires of novel skills through autonomous...
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A support vector machine is a classifier that divides its input space into two regions, separated by a linear boundary. Here, it has learned to distinguish black and white circles.

self-exploration and social interaction with human teachers, and using guidance mechanisms such as active learning, maturation, motor synergies, and imitation.

Another categorization of machine learning tasks arises when one considers the desired output of a machine-learned system:[3][3]

- In classification, inputs are divided into two or more classes, and the learner must produce a model that assigns unseen inputs to one (or multi-label classification) or more of these classes. This is typically tackled in a supervised way. Spam filtering is an example of classification, where the inputs are email (or other) messages and the classes are “spam” and “not spam”.

- In regression, also a supervised problem, the outputs are continuous rather than discrete.

- In clustering, a set of inputs is to be divided into groups. Unlike in classification, the groups are not known beforehand, making this typically an unsupervised task.

- Density estimation finds the distribution of inputs in some space.

- Dimensionality reduction simplifies inputs by mapping them into a lower-dimensional space. Topic modeling is a related problem, where a program is given a list of human language documents and is tasked to find out which documents cover similar topics.

1.2 History and relationships to other fields

As a scientific endeavour, machine learning grew out of the quest for artificial intelligence. Already in the early days of AI as an academic discipline, some researchers were interested in having machines learn from data. They attempted to approach the problem with various symbolic methods, as well as what were then termed “neural networks”; these were mostly perceptrons and other models that were later found to be reinventions of the generalized linear models of statistics. Probabilistic reasoning was also employed, especially in automated medical diagnosis.[10]:488

However, an increasing emphasis on the logical, knowledge-based approach caused a rift between AI and machine learning. Probabilistic systems were plagued by theoretical and practical problems of data acquisition and representation.[10]:488 By 1980, expert systems had come to dominate AI, and statistics was out of favor.[11] Work on symbolic/knowledge-based learning did continue within AI, leading to inductive logic programming, but the more statistical line of research was now outside the field of AI proper, in pattern recognition and information retrieval.[10]:708–710; 755 Neural networks research had been abandoned by AI and computer science around the same time. This line, too, was continued outside the AI/CS field, as “connectionism”, by researchers from other disciplines including Hopfield, Rumelhart and Hinton. Their main success came in the mid-1980s with the reinvention of backpropagation.[10]:25

Machine learning, reorganized as a separate field, started to flourish in the 1990s. The field changed its goal from achieving artificial intelligence to tackling solvable problems of a practical nature. It shifted focus away from the symbolic approaches it had inherited from AI, and toward methods and models borrowed from statistics and probability theory.[11] It also benefited from the increasing availability of digitized information, and the possibility to distribute that via the internet.

Machine learning and data mining often employ the same methods and overlap significantly. They can be roughly distinguished as follows:

- Machine learning focuses on prediction, based on known properties learned from the training data.

- Data mining focuses on the discovery of (previously) unknown properties in the data. This is the analysis step of Knowledge Discovery in Databases.

The two areas overlap in many ways: data mining uses many machine learning methods, but often with a slightly different goal in mind. On the other hand, machine learning also employs data mining methods as “unsupervised learning” or as a preprocessing step to improve
learner accuracy. Much of the confusion between these two research communities (which do often have separate conferences and separate journals, ECML PKDD being a major exception) comes from the basic assumptions they work with: in machine learning, performance is usually evaluated with respect to the ability to reproduce known knowledge, while in Knowledge Discovery and Data Mining (KDD) the key task is the discovery of previously unknown knowledge. Evaluated with respect to known knowledge, an uninformed (unsupervised) method will easily be outperformed by supervised methods, while in a typical KDD task, supervised methods cannot be used due to the unavailability of training data.

Machine learning also has intimate ties to optimization: many learning problems are formulated as minimization of some loss function on a training set of examples. Loss functions express the discrepancy between the predictions of the model being trained and the actual problem instances (for example, in classification, one wants to assign a label to instances, and models are trained to correctly predict the pre-assigned labels of a set examples). The difference between the two fields arises from the goal of generalization: while optimization algorithms can minimize the loss on a training set, machine learning is concerned with minimizing the loss on unseen samples.[12]

### 1.2.1 Relation to statistics

Machine learning and statistics are closely related fields. According to Michael I. Jordan, the ideas of machine learning, from methodological principles to theoretical tools, have had a long pre-history in statistics.[13] He also suggested the term data science as a placeholder to call the overall field.[13]

Leo Breiman distinguished two statistical modelling paradigms: data model and algorithmic model,[14] wherein 'algorithmic model' means more or less the machine learning algorithms like Random forest.

Some statisticians have adopted methods from machine learning, leading to a combined field that they call statistical learning.[15]

### 1.3 Theory

Main article: Computational learning theory

A core objective of a learner is to generalize from its experience.[3][16] Generalization in this context is the ability of a learning machine to perform accurately on new, unseen examples/tasks after having experienced a learning data set. The training examples come from some generally unknown probability distribution (considered representative of the space of occurrences) and the learner has to build a general model about this space that enables it to produce sufficiently accurate predictions in new cases.

The computational analysis of machine learning algorithms and their performance is a branch of theoretical computer science known as computational learning theory. Because training sets are finite and the future is uncertain, learning theory usually does not yield guarantees of the performance of algorithms. Instead, probabilistic bounds on the performance are quite common. The bias–variance decomposition is one way to quantify generalization error.

In addition to performance bounds, computational learning theorists study the time complexity and feasibility of learning. In computational learning theory, a computation is considered feasible if it can be done in polynomial time. There are two kinds of time complexity results. Positive results show that a certain class of functions can be learned in polynomial time. Negative results show that certain classes cannot be learned in polynomial time.

There are many similarities between machine learning theory and statistical inference, although they use different terms.

### 1.4 Approaches

Main article: List of machine learning algorithms

#### 1.4.1 Decision tree learning

Main article: Decision tree learning

Decision tree learning uses a decision tree as a predictive model, which maps observations about an item to conclusions about the item's target value.

#### 1.4.2 Association rule learning

Main article: Association rule learning

Association rule learning is a method for discovering interesting relations between variables in large databases.

#### 1.4.3 Artificial neural networks

Main article: Artificial neural network

An artificial neural network (ANN) learning algorithm, usually called “neural network” (NN), is a learning algorithm that is inspired by the structure and func-
tional aspects of biological neural networks. Computations are structured in terms of an interconnected group of artificial neurons, processing information using a connectionist approach to computation. Modern neural networks are non-linear statistical data modeling tools. They are usually used to model complex relationships between inputs and outputs, to find patterns in data, or to capture the statistical structure in an unknown joint probability distribution between observed variables.

1.4.4 Inductive logic programming

Main article: Inductive logic programming

Inductive logic programming (ILP) is an approach to rule learning using logic programming as a uniform representation for input examples, background knowledge, and hypotheses. Given an encoding of the known background knowledge and a set of examples represented as a logical database of facts, an ILP system will derive a hypothesized logic program that entails all positive and no negative examples. Inductive programming is a related field that considers any kind of programming languages for representing hypotheses (and not only logic programming), such as functional programs.

1.4.5 Support vector machines

Main article: Support vector machines

Support vector machines (SVMs) are a set of related supervised learning methods used for classification and regression. Given a set of training examples, each marked as belonging to one of two categories, an SVM training algorithm builds a model that predicts whether a new example falls into one category or the other.

1.4.6 Clustering

Main article: Cluster analysis

Cluster analysis is the assignment of a set of observations into subsets (called clusters) so that observations within the same cluster are similar according to some predesignated criterion or criteria, while observations drawn from different clusters are dissimilar. Different clustering techniques make different assumptions on the structure of the data, often defined by some similarity metric and evaluated for example by internal compactness (similarity between members of the same cluster) and separation between different clusters. Other methods are based on estimated density and graph connectivity. Clustering is a method of unsupervised learning, and a common technique for statistical data analysis.

1.4.7 Bayesian networks

Main article: Bayesian network

A Bayesian network, belief network or directed acyclic graphical model is a probabilistic graphical model that represents a set of random variables and their conditional independencies via a directed acyclic graph (DAG). For example, a Bayesian network could represent the probabilistic relationships between diseases and symptoms. Given symptoms, the network can be used to compute the probabilities of the presence of various diseases. Efficient algorithms exist that perform inference and learning.

1.4.8 Reinforcement learning

Main article: Reinforcement learning

Reinforcement learning is concerned with how an agent ought to take actions in an environment so as to maximize some notion of long-term reward. Reinforcement learning algorithms attempt to find a policy that maps states of the world to the actions the agent ought to take in those states. Reinforcement learning differs from the supervised learning problem in that correct input/output pairs are never presented, nor sub-optimal actions explicitly corrected.

1.4.9 Representation learning

Main article: Representation learning

Several learning algorithms, mostly unsupervised learning algorithms, aim at discovering better representations of the inputs provided during training. Classical examples include principal components analysis and cluster analysis. Representation learning algorithms often attempt to preserve the information in their input but transform it in a way that makes it useful, often as a preprocessing step before performing classification or predictions, allowing to reconstruct the inputs coming from the unknown data generating distribution, while not being necessarily faithful for configurations that are implausible under that distribution.

Manifold learning algorithms attempt to do so under the constraint that the learned representation is low-dimensional. Sparse coding algorithms attempt to do so under the constraint that the learned representation is sparse (has many zeros). Multilinear subspace learning algorithms aim to learn low-dimensional representations directly from tensor representations for multidimensional data, without reshaping them into (high-dimensional) vectors. Deep learning algorithms discover multiple levels of representation, or a hierarchy of features, with
higher-level, more abstract features defined in terms of (or generating) lower-level features. It has been argued that an intelligent machine is one that learns a representation that disentangles the underlying factors of variation that explain the observed data.\cite{18}

\subsection*{1.4.10 Similarity and metric learning}
Main article: Similarity learning

In this problem, the learning machine is given pairs of examples that are considered similar and pairs of less similar objects. It then needs to learn a similarity function (or a distance metric function) that can predict if new objects are similar. It is sometimes used in Recommendation systems.

\subsection*{1.4.11 Sparse dictionary learning}
In this method, a datum is represented as a linear combination of basis functions, and the coefficients are assumed to be sparse. Let \( x \) be a \( d \)-dimensional datum, \( D \) be a \( d \times n \) matrix, where each column of \( D \) represents a basis function. \( r \) is the coefficient to represent \( x \) using \( D \). Mathematically, sparse dictionary learning means the following \( x \approx Dr \) where \( r \) is sparse. Generally speaking, \( n \) is assumed to be larger than \( d \) to allow the freedom for a sparse representation.

Learning a dictionary along with sparse representations is strongly NP-hard and also difficult to solve approximately.\cite{19} A popular heuristic method for sparse dictionary learning is K-SVD. Sparse dictionary learning has been applied in several contexts. In classification, the problem is to determine which classes a previously unseen datum belongs to. Suppose a dictionary for each class has already been built. Then a new datum is associated with the class such that it's best sparsely represented by the corresponding dictionary. Sparse dictionary learning has also been applied in image de-noising. The key idea is that a clean image patch can be sparsely represented by an image dictionary, but the noise cannot.\cite{20}

\subsection*{1.4.12 Genetic algorithms}
Main article: Genetic algorithm

A genetic algorithm (GA) is a search heuristic that mimics the process of natural selection, and uses methods such as mutation and crossover to generate new genotype in the hope of finding good solutions to a given problem. In machine learning, genetic algorithms found some uses in the 1980s and 1990s.\cite{21}\cite{22} Vice versa, machine learning techniques have been used to improve the performance of genetic and evolutionary algorithms.\cite{23}

\section*{1.5 Applications}

Applications for machine learning include:

- Adaptive websites
- Affective computing
- Bioinformatics
- Brain-machine interfaces
- Cheminformatics
- Classifying DNA sequences
- Computational advertising
- Computational finance
- Computer vision, including object recognition
- Detecting credit card fraud
- Game playing\cite{24}
- Information retrieval
- Internet fraud detection
- Machine perception
- Medical diagnosis
- Natural language processing\cite{25}
- Optimization and metaheuristic
- Recommender systems
- Robot locomotion
- Search engines
- Sentiment analysis (or opinion mining)
- Sequence mining
- Software engineering
- Speech and handwriting recognition
- Stock market analysis
- Structural health monitoring
- Syntactic pattern recognition
In 2006, the online movie company Netflix held the first "Netflix Prize" competition to find a program to better predict user preferences and improve the accuracy on its existing Cinematch movie recommendation algorithm by at least 10%. A joint team made up of researchers from AT&T Labs-Research in collaboration with the teams Big Chaos and Pragmatic Theory built an ensemble model to win the Grand Prize in 2009 for $1 million. Shortly after the prize was awarded, Netflix realized that viewers’ ratings were not the best indicators of their viewing patterns (“everything is a recommendation”) and they changed their recommendation engine accordingly.

In 2010 The Wall Street Journal wrote about money management firm Rebellion Research’s use of machine learning to predict economic movements. The article describes Rebellion Research’s prediction of the financial crisis and economic recovery.

In 2014 it has been reported that a machine learning algorithm has been applied in Art History to study fine art paintings, and that it may have revealed previously unrecognized influences between artists.

1.6 Software

Software suites containing a variety of machine learning algorithms include the following:

1.6.1 Open-source software

- dlib
- ELKI
- Encog
- H2O
- Mahout
- mlpy
- MLPACK
- MOA (Massive Online Analysis)
- ND4j with Deeplearning4j
- OpenCV
- OpenNN
- Orange
- R
- scikit-learn
- Shogun
- Torch (machine learning)
- Spark
- Yooreeka
- Weka

1.6.2 Commercial software with open-source editions

- KNIME
- RapidMiner

1.6.3 Commercial software

- Amazon Machine Learning
- Angoss KnowledgeSTUDIO
- Databricks
- IBM SPSS Modeler
- KXEN Modeler
- LIONsolver
- Mathematica
- MATLAB
- Microsoft Azure Machine Learning
- Neural Designer
- NeuroSolutions
- Oracle Data Mining
- RCASE
- SAS Enterprise Miner
- STATISTICA Data Miner

1.7 Journals

- Journal of Machine Learning Research
- Machine Learning
- Neural Computation

1.8 Conferences

- Conference on Neural Information Processing Systems
- International Conference on Machine Learning
1.9 See also

- Adaptive control
- Adversarial machine learning
- Automatic reasoning
- Cache language model
- Cognitive model
- Cognitive science
- Computational intelligence
- Computational neuroscience
- Ethics of artificial intelligence
- Existential risk of artificial general intelligence
- Explanation-based learning
- Hidden Markov model
- Important publications in machine learning
- List of machine learning algorithms

1.10 References

[1] http://www.britannica.com/EBchecked/topic/1116194/machine-learning This is a tertiary source that clearly includes information from other sources but does not name them.


[26] “BelKor Home Page” research.att.com
When A Machine Learning Algorithm Studied Fine Art Paintings, It Saw Things Art Historians Had Never Noticed, *The Physics at ArXiv blog*

### 1.11 Further reading

- Ray Solomonoff, "An Inductive Inference Machine" A privately circulated report from the 1956 Dartmouth Summer Research Conference on AI.

### 1.12 External links

- International Machine Learning Society
- Popular online course by Andrew Ng, at Coursera. It uses GNU Octave. The course is a free version of Stanford University’s actual course taught by Ng, whose lectures are also available for free.
- Machine Learning Video Lectures
- mloss is an academic database of open-source machine learning software.
Chapter 2

Artificial intelligence

"AI" redirects here. For other uses, see Ai and Artificial intelligence (disambiguation).

Artificial intelligence (AI) is the intelligence exhibited by machines or software. It is also the name of the academic field of study which studies how to create computers and computer software that are capable of intelligent behavior. Major AI researchers and textbooks define this field as “the study and design of intelligent agents”,[1] in which an intelligent agent is a system that perceives its environment and takes actions that maximize its chances of success.[2] John McCarthy, who coined the term in 1955,[3] defines it as “the science and engineering of making intelligent machines”. [4]

AI research is highly technical and specialized, and is deeply divided into subfields that often fail to communicate with each other.[5] Some of the division is due to social and cultural factors: subfields have grown up around particular institutions and the work of individual researchers. AI research is also divided by several technical issues. Some subfields focus on the solution of specific problems. Others focus on one of several possible approaches or on the use of a particular tool or towards the accomplishment of particular applications.

The central problems (or goals) of AI research include reasoning, knowledge, planning, learning, natural language processing (communication), perception and the ability to move and manipulate objects.[6] General intelligence is still among the field’s long-term goals.[7] Currently popular approaches include statistical methods, computational intelligence and traditional symbolic AI. There are a large number of tools used in AI, including versions of search and mathematical optimization, logic, methods based on probability and economics, and many others. The AI field is interdisciplinary, in which a number of sciences and professions converge, including computer science, mathematics, psychology, linguistics, philosophy and neuroscience, as well as other specialized fields such as artificial psychology.

The field was founded on the claim that a central property of humans, intelligence—the sapience of Homo sapiens—“can be so precisely described that a machine can be made to simulate it.”[8] This raises philosophical issues about the nature of the mind and the ethics of creating artificial beings endowed with human-like intelligence, issues which have been addressed by myth, fiction and philosophy since antiquity.[9] Artificial intelligence has been the subject of tremendous optimism[10] but has also suffered stunning setbacks.[11] Today it has become an essential part of the technology industry, providing the heavy lifting for many of the most challenging problems in computer science.[12]

2.1 History

Main articles: History of artificial intelligence and Timeline of artificial intelligence

Thinking machines and artificial beings appear in Greek myths, such as Talos of Crete, the bronze robot of Hephaestus, and Pygmalion’s Galatea.[13] Human likenesses believed to have intelligence were built in every major civilization: animated cult images were worshiped in Egypt and Greece[14] and humanoid automatons were built by Yan Shi, Hero of Alexandria and Al-Jazari.[15] It was also widely believed that artificial beings had been created by Jābir ibn Hayyān, Judah Loew and Paracelsus.[16] By the 19th and 20th centuries, artificial beings had become a common feature in fiction, as in Mary Shelley’s Frankenstein or Karel Čapek’s R.U.R. (Rossum’s Universal Robots).[17] Pamela McCorduck argues that all of these are some examples of an ancient urge, as she describes it, "to forge the gods."[9] Stories of these creatures and their fates discuss many of the same hopes, fears and ethical concerns that are presented by artificial intelligence.

Mechanical or “formal” reasoning has been developed by philosophers and mathematicians since antiquity. The study of logic led directly to the invention of the programmable digital electronic computer, based on the work of mathematician Alan Turing and others. Turing’s theory of computation suggested that a machine, by shuffling symbols as simple as “0” and “1”, could simulate any conceivable act of mathematical deduction.[18][19] This, along with concurrent discoveries in neurology,
information theory and cybernetics, inspired a small group of researchers to begin to seriously consider the possibility of building an electronic brain.\textsuperscript{[20]}

The field of AI research was founded at a conference on the campus of Dartmouth College in the summer of 1956.\textsuperscript{[21]} The attendees, including John McCarthy, Marvin Minsky, Allen Newell, Arthur Samuel, and Herbert Simon, became the leaders of AI research for many decades.\textsuperscript{[22]} They and their students wrote programs that were, to most people, simply astonishing: computers were winning at checkers, solving word problems in algebra, proving logical theorems and speaking English.\textsuperscript{[24]} By the middle of the 1960s, research in the U.S. was heavily funded by the Department of Defense\textsuperscript{[25]} and laboratories had been established around the world.\textsuperscript{[28]} AI’s founders were profoundly optimistic about the future of the new field: Herbert Simon predicted that “machines will be capable, within twenty years, of doing any work a man can do” and Marvin Minsky agreed, writing that “within a generation ... the problem of creating ‘artificial intelligence’ will substantially be solved”.\textsuperscript{[27]}

They had failed to recognize the difficulty of some of the problems they faced.\textsuperscript{[26]} In 1974, in response to the criticism of Sir James Lighthill\textsuperscript{[29]} and ongoing pressure from the US Congress to fund more productive projects, both the U.S. and British governments cut off all undirected exploratory research in AI. The next few years would later be called an “AI winter”,\textsuperscript{[30]} a period when funding for AI projects was hard to find.

In the early 1980s, AI research was revived by the commercial success of expert systems,\textsuperscript{[31]} a form of AI program that simulated the knowledge and analytical skills of one or more human experts. By 1985 the market for AI had reached over a billion dollars. At the same time, Japan’s fifth generation computer project inspired the U.S and British governments to restore funding for academic research in the field.\textsuperscript{[32]} However, beginning with the collapse of the Lisp Machine market in 1987, AI once again fell into disrepute, and a second, longer lasting AI winter began.\textsuperscript{[33]}

In the 1990s and early 21st century, AI achieved its greatest successes, albeit somewhat behind the scenes. Artificial intelligence is used for logistics, data mining, medical diagnosis and many other areas throughout the technology industry.\textsuperscript{12} The success was due to several factors: the increasing computational power of computers (see Moore’s law), a greater emphasis on solving specific sub-problems, the creation of new ties between AI and other fields working on similar problems, and a new commitment by researchers to solid mathematical methods and rigorous scientific standards.\textsuperscript{[34]}

On 11 May 1997, Deep Blue became the first computer chess-playing system to beat a reigning world chess champion, Garry Kasparov.\textsuperscript{[35]} In February 2011, in a Jeopardy! quiz show exhibition match, IBM’s question answering system, Watson, defeated the two greatest Jeopardy champions, Brad Rutter and Ken Jennings, by a significant margin.\textsuperscript{[36]} The Kinect, which provides a 3D body–motion interface for the Xbox 360 and the Xbox One, uses algorithms that emerged from lengthy AI research\textsuperscript{[37]} as do intelligent personal assistants in smartphones.\textsuperscript{[38]}

\subsection{2.2 Research}

\subsubsection{2.2.1 Goals}

You awake one morning to find your brain has another lobe functioning. Invisible, this auxiliary lobe answers your questions with information beyond the realm of your own memory, suggests plausible courses of action, and asks questions that help bring out relevant facts. You quickly come to rely on the new lobe so much that you stop wondering how it works. You just use it. This is the dream of artificial intelligence.

—\textit{BYTE}, April 1985\textsuperscript{[39]}

The general problem of simulating (or creating) intelligence has been broken down into a number of specific sub-problems. These consist of particular traits or capabilities that researchers would like an intelligent system to display. The traits described below have received the most attention.\textsuperscript{[6]}

\section*{Deduction, reasoning, problem solving}

Early AI researchers developed algorithms that imitated the step-by-step reasoning that humans use when they solve puzzles or make logical deductions.\textsuperscript{[40]} By the late 1980s and 1990s, AI research had also developed highly successful methods for dealing with uncertain or incomplete information, employing concepts from probability and economics.\textsuperscript{[41]}

For difficult problems, most of these algorithms can require enormous computational resources – most experience a “combinatorial explosion”: the amount of memory or computer time required becomes astronomical when the problem goes beyond a certain size. The search for more efficient problem-solving algorithms is a high priority for AI research.\textsuperscript{[42]}

Human beings solve most of their problems using fast, intuitive judgements rather than the conscious, step-by-step deduction that early AI research was able to model.\textsuperscript{[43]} AI has made some progress at imitating this kind of “sub-symbolic” problem solving: embodied agent approaches emphasize the importance of sensorimotor skills to higher reasoning; neural net research attempts to simulate the structures inside the brain that give rise to
this skill; statistical approaches to AI mimic the probabilistic nature of the human ability to guess.

### Knowledge representation

An ontology represents knowledge as a set of concepts within a domain and the relationships between those concepts.

Main articles: Knowledge representation and Commonsense knowledge

Knowledge representation and knowledge engineering are central to AI research. Many of the problems machines are expected to solve will require extensive knowledge about the world. Among the things that AI needs to represent are: objects, properties, categories and relations between objects; situations, events, states and time; causes and effects; knowledge about knowledge (what we know about what other people know); and many other, less well researched domains. A representation of “what exists” is an ontology: the set of objects, relations, concepts and so on that the machine knows about. The most general are called upper ontologies, which attempt to provide a foundation for all other knowledge.

Among the most difficult problems in knowledge representation are:

#### Default reasoning and the qualification problem

Many of the things people know take the form of “working assumptions.” For example, if a bird comes up in conversation, people typically picture an animal that is fist sized, sings, and flies. None of these things are true about all birds. John McCarthy identified this problem in 1969 as the qualification problem: for any commonsense rule that AI researchers care to represent, there tend to be a huge number of exceptions. Almost nothing is simply true or false in the way that abstract logic requires. AI research has explored a number of solutions to this problem.

The breadth of commonsense knowledge The number of atomic facts that the average person knows is astronomical. Research projects that attempt to build a complete knowledge base of commonsense knowledge (e.g., Cyc) require enormous amounts of laborious ontological engineering—they must be built, by hand, one complicated concept at a time. A major goal is to have the computer understand enough concepts to be able to learn by reading from sources like the internet, and thus be able to add to its own ontology.

The subsymbolic form of some commonsense knowledge

Much of what people know is not represented as “facts” or “statements” that they could express verbally. For example, a chess master will avoid a particular chess position because it “feels too exposed” or an art critic can take one look at a statue and instantly realize that it is a fake. These are intuitions or tendencies that are represented in the brain non-consciously and sub-symbolically. Knowledge like this informs, supports and provides a context for symbolic, conscious knowledge. As with the related problem of sub-symbolic reasoning, it is hoped that situated AI, computational intelligence, or statistical AI will provide ways to represent this kind of knowledge.

### Planning

A hierarchical control system is a form of control system in which a set of devices and governing software is arranged in a hierarchy.

Main article: Automated planning and scheduling

Intelligent agents must be able to set goals and achieve them. They need a way to visualize the future (they
must have a representation of the state of the world and be able to make predictions about how their actions will change it) and be able to make choices that maximize the utility (or “value”) of the available choices.\[58\]

In classical planning problems, the agent can assume that it is the only thing acting on the world and it can be certain what the consequences of its actions may be.\[59\] However, if the agent is not the only actor, it must periodically ascertain whether the world matches its predictions and it must change its plan as this becomes necessary, requiring the agent to reason under uncertainty.\[60\]

Multi-agent planning uses the cooperation and competition of many agents to achieve a given goal. Emergent behavior such as this is used by evolutionary algorithms and swarm intelligence.\[61\]

### Learning

Main article: Machine learning

Machine learning is the study of computer algorithms that improve automatically through experience\[62\]\[63\] and has been central to AI research since the field’s inception.\[64\]

Unsupervised learning is the ability to find patterns in a stream of input. Supervised learning includes both classification and numerical regression. Classification is used to determine what category something belongs in, after seeing a number of examples of things from several categories. Regression is the attempt to produce a function that describes the relationship between inputs and outputs and predicts how the outputs should change as the inputs change. In reinforcement learning\[65\] the agent is rewarded for good responses and punished for bad ones. The agent uses this sequence of rewards and punishments to form a strategy for operating in its problem space. These three types of learning can be analyzed in terms of decision theory, using concepts like utility. The mathematical analysis of machine learning algorithms and their performance is a branch of theoretical computer science known as computational learning theory.\[66\]

Within developmental robotics, developmental learning approaches were elaborated for lifelong cumulative acquisition of repertoires of novel skills by a robot, through autonomous self-exploration and social interaction with human teachers, and using guidance mechanisms such as active learning, maturation, motor synergies, and imitation.\[67\]\[68\]\[69\]\[70\]

### Natural language processing (communication)

Main article: Natural language processing

Natural language processing\[71\] gives machines the ability to read and understand the languages that humans speak. A sufficiently powerful natural language processing system would enable natural language user interfaces and the acquisition of knowledge directly from human-written sources, such as newswire texts. Some straightforward applications of natural language processing include information retrieval (or text mining), question answering\[72\] and machine translation.\[73\]

A common method of processing and extracting meaning from natural language is through semantic indexing. Increases in processing speeds and the drop in the cost of data storage makes indexing large volumes of abstractions of the user’s input much more efficient.

### Perception

Main articles: Machine perception, Computer vision and Speech recognition

Machine perception\[74\] is the ability to use input from sensors (such as cameras, microphones, tactile sensors, sonar and others more exotic) to deduce aspects of the world. Computer vision\[75\] is the ability to analyze visual input. A few selected subproblems are speech recognition,\[76\] facial recognition and object recognition.\[77\]

### Motion and manipulation

Main article: Robotics

The field of robotics\[78\] is closely related to AI. Intelligence is required for robots to be able to handle such tasks as object manipulation\[79\] and navigation, with subproblems of localization (knowing where you are, or finding out where other things are), mapping (learning
what is around you, building a map of the environment), and motion planning (figuring out how to get there) or path planning (going from one point in space to another point, which may involve compliant motion – where the robot moves while maintaining physical contact with an object).

Long-term goals

Among the long-term goals in the research pertaining to artificial intelligence are: (1) Social intelligence, (2) Creativity, and (3) General intelligence.

Social intelligence

Social intelligence is the study and development of systems and devices that can recognize, interpret, process, and simulate human affects. It is an interdisciplinary field spanning computer sciences, psychology, and cognitive science. While the origins of the field may be traced as far back as to early philosophical inquiries into emotion, the more modern branch of computer science originated with Rosalind Picard's 1995 paper on affective computing. A motivation for the research is the ability to simulate empathy. The machine should interpret the emotional state of humans and adapt its behaviour to them, giving an appropriate response for those emotions.

Emotion and social skills play two roles for an intelligent agent. First, it must be able to predict the actions of others, by understanding their motives and emotional states. (This involves elements of game theory, decision theory, as well as the ability to model human emotions and the perceptual skills to detect emotions.) Also, in an effort to facilitate human-computer interaction, an intelligent machine might want to be able to display emotions—even if it does not actually experience them itself—in order to appear sensitive to the emotional dynamics of human interaction.

Creativity

Creativity is the study of processes that give rise to novel and valuable ideas. A sub-field of AI addresses creativity both theoretically (from a philosophical and psychological perspective) and practically (via specific implementations of systems that generate outputs that can be considered creative, or systems that identify and assess creativity). Related areas of computational research are Artificial intuition and Artificial thinking.

General intelligence

Many researchers think that their work will eventually be incorporated into a machine with general intelligence (known as strong AI), combining all the skills above and exceeding human abilities at most or all of them. A few believe that anthropomorphic features like artificial consciousness or an artificial brain may be required for such a project. Many of the problems above may require general intelligence to be considered solved. For example, even a straightforward, specific task like machine translation requires that the machine read and write in both languages (NLP), follow the author’s argument (reason), know what is being talked about (knowledge), and faithfully reproduce the author’s intention (social intelligence). A problem like machine translation is considered "AI-complete". In order to solve this particular problem, you must solve all the problems.

2.2.2 Approaches

There is no established unifying theory or paradigm that guides AI research. Researchers disagree about many issues. A few of the most long standing questions that have remained unanswered are these: should artificial intelligence simulate natural intelligence by studying psychology or neurology? Or is human biology as irrelevant to AI research as bird biology is to aeronautical engineering? Can intelligent behavior be described using simple, elegant principles (such as logic or optimization)? Or does it necessarily require solving a large number of completely unrelated problems? Can intelligence be reproduced using high-level symbols, similar to words and ideas? Or does it require “sub-symbolic” processing? John Haugeland, who coined the term GOFAI (Good Old-Fashioned Artificial Intelligence), also proposed that AI should more properly be referred to as synthetic intelligence, a term which has since been adopted by some non-GOFAI researchers.
Cybernetics and brain simulation

Main articles: Cybernetics and Computational neuroscience

In the 1940s and 1950s, a number of researchers explored the connection between neurology, information theory, and cybernetics. Some of them built machines that used electronic networks to exhibit rudimentary intelligence, such as W. Grey Walter’s turtles and the Johns Hopkins Beast. Many of these researchers gathered for meetings of the Teleological Society at Princeton University and the Ratio Club in England.[20] By 1960, this approach was largely abandoned, although elements of it would be revived in the 1980s.

Symbolic

Main article: Symbolic AI

When access to digital computers became possible in the middle 1950s, AI research began to explore the possibility that human intelligence could be reduced to symbol manipulation. The research was centered in three institutions: Carnegie Mellon University, Stanford and MIT, and each one developed its own style of research. John Haugeland named these approaches to AI “good old fashioned AI” or “GOFAI”. During the 1960s, symbolic approaches had achieved great success at simulating high-level thinking in small demonstration programs. Approaches based on cybernetics or neural networks were abandoned or pushed into the background.[101] Researchers in the 1960s and the 1970s were convinced that symbolic approaches would eventually succeed in creating a machine with artificial general intelligence and considered this the goal of their field.

Cognitive simulation

Economist Herbert Simon and Allen Newell studied human problem-solving skills and attempted to formalize them, and their work laid the foundations of the field of artificial intelligence, as well as cognitive science, operations research and management science. Their research team used the results of psychological experiments to develop programs that simulated the techniques that people used to solve problems. This tradition, centered at Carnegie Mellon University would eventually culminate in the development of the Soar architecture in the middle 1980s.[102][103]

Logic-based

Unlike Newell and Simon, John McCarthy felt that machines did not need to simulate human thought, but should instead try to find the essence of abstract reasoning and problem solving, regardless of whether people used the same algorithms.[94] His laboratory at Stanford (SAIL) focused on using formal logic to solve a wide variety of problems, including knowledge representation, planning and learning.[104] Logic was also the focus of the work at the University of Edinburgh and elsewhere in Europe which led to the development of the programming language Prolog and the science of logic programming.[105]

“Anti-logic” or “scruffy” Researches at MIT (such as Marvin Minsky and Seymour Papert)[106] found that solving difficult problems in vision and natural language processing required ad-hoc solutions – they argued that there was no simple and general principle (like logic) that would capture all the aspects of intelligent behavior. Roger Schank described their “anti-logic” approaches as “scruffy” (as opposed to the “neat” paradigms at CMU and Stanford).[95] Commonsense knowledge bases (such as Doug Lenat’s Cyc) are an example of “scruffy” AI, since they must be built by hand, one complicated concept at a time.[107]

Knowledge-based

When computers with large memories became available around 1970, researchers from all three traditions began to build knowledge into AI applications.[108] This “knowledge revolution” led to the development and deployment of expert systems (introduced by Edward Feigenbaum), the first truly successful form of AI software.[31] The knowledge revolution was also driven by the realization that enormous amounts of knowledge would be required by many simple AI applications.

Sub-symbolic

By the 1980s progress in symbolic AI seemed to stall and many believed that symbolic systems would never be able to imitate all the processes of human cognition, especially perception, robotics, learning and pattern recognition. A number of researchers began to look into “sub-symbolic” approaches to specific AI problems.[109] They worked the non-symbolic viewpoint of the early cybernetics researchers of the 1950s and reintroduced the use of control theory in AI. This coincided with the development of the embodied mind thesis in the related field of cognitive science: the idea that aspects of the body (such as movement, perception and visualization) are required for higher intelligence.

Computational intelligence and soft computing

Interest in neural networks and “connectionism”
was revived by David Rumelhart and others in the middle 1980s. Neural networks are an example of soft computing --- they are solutions to problems which cannot be solved with complete logical certainty, and where an approximate solution is often enough. Other soft computing approaches to AI include fuzzy systems, evolutionary computation and many statistical tools. The application of soft computing to AI is studied collectively by the emerging discipline of computational intelligence.[111]

2.2. RESEARCH

Statistical

In the 1990s, AI researchers developed sophisticated mathematical tools to solve specific subproblems. These tools are truly scientific, in the sense that their results are both measurable and verifiable, and they have been responsible for many of AI's recent successes. The shared mathematical language has also permitted a high level of collaboration with more established fields (like mathematics, economics or operations research). Stuart Russell and Peter Norvig describe this movement as nothing less than a “revolution” and “the victory of the nerds.”[34] Critics argue that these techniques (with few exceptions[112]) are too focused on particular problems and have failed to address the long-term goal of general intelligence.[113] There is an ongoing debate about the relevance and validity of statistical approaches in AI, exemplified in part by exchanges between Peter Norvig and Noam Chomsky.[114][115]

Integrating the approaches

Intelligent agent paradigm An intelligent agent is a system that perceives its environment and takes actions which maximize its chances of success. The simplest intelligent agents are programs that solve specific problems. More complicated agents include human beings and organizations of human beings (such as firms). The paradigm gives researchers license to study isolated problems and find solutions that are both verifiable and useful, without agreeing on one single approach. An agent that solves a specific problem can use any approach that works – some agents are symbolic and logical, some are sub-symbolic neural networks and others may use new approaches. The paradigm also gives researchers a common language to communicate with other fields—such as decision theory and economics—that also use concepts of abstract agents. The intelligent agent paradigm became widely accepted during the 1990s.[12]

Agent architectures and cognitive architectures

Researchers have designed systems to build intelligent systems out of interacting intelligent agents in a multi-agent system.[116] A system with both symbolic and sub-symbolic components is a hybrid intelligent system, and the study of such systems is artificial intelligence systems integration. A hierarchical control system provides a bridge between sub-symbolic AI at its lowest, reactive levels and traditional symbolic AI at its highest levels, where relaxed time constraints permit planning and world modelling.[117] Rodney Brooks' subsumption architecture was an early proposal for such a hierarchical system.[118]

2.2.3 Tools

In the course of 50 years of research, AI has developed a large number of tools to solve the most difficult problems in computer science. A few of the most general of these methods are discussed below.

Search and optimization

Main articles: Search algorithm, Mathematical optimization and Evolutionary computation

Many problems in AI can be solved in theory by intelligently searching through many possible solutions.[119] Reasoning can be reduced to performing a search. For example, logical proof can be viewed as searching for a path that leads from premises to conclusions, where each step is the application of an inference rule.[120] Planning algorithms search through trees of goals and subgoals, attempting to find a path to a target goal, a process called means-ends analysis.[121] Robotics algorithms for moving limbs and grasping objects use local searches in configuration space.[79] Many learning algorithms use search algorithms based on optimization.

Simple exhaustive searches[122] are rarely sufficient for most real world problems: the search space (the number of places to search) quickly grows to astronomical numbers. The result is a search that is too slow or never completes. The solution, for many problems, is to use "heuristics" or "rules of thumb" that eliminate choices that are unlikely to lead to the goal (called "pruning the search tree"). Heuristics supply the program with a "best guess" for the path on which the solution lies.[123] Heuristics limit the search for solutions into a smaller sample size.[80]

A very different kind of search came to prominence in the 1990s, based on the mathematical theory of optimization. For many problems, it is possible to begin the search with some form of a guess and then refine the guess incrementally until no more refinements can be made. These algorithms can be visualized as blind hill climbing: we begin the search at a random point on the landscape, and then, by jumps or steps, we keep moving our guess uphill until we reach the top. Other optimization algorithms are
simulated annealing, beam search and random optimization.\textsuperscript{124}

Evolutionary computation uses a form of optimization search. For example, they may begin with a population of organisms (the guesses) and then allow them to mutate and recombine, selecting only the fittest to survive each generation (refining the guesses). Forms of evolutionary computation include swarm intelligence algorithms (such as ant colony or particle swarm optimization)\textsuperscript{125} and evolutionary algorithms (such as genetic algorithms, gene expression programming, and genetic programming).\textsuperscript{126}

Logic

Main articles: Logic programming and Automated reasoning

Logic\textsuperscript{127} is used for knowledge representation and problem solving, but it can be applied to other problems as well. For example, the satplan algorithm uses logic for planning\textsuperscript{128} and inductive logic programming is a method for learning.\textsuperscript{129}

Several different forms of logic are used in AI research. Propositional or sentential logic\textsuperscript{130} is the logic of statements which can be true or false. First-order logic\textsuperscript{131} also allows the use of quantifiers and predicates, and can express facts about objects, their properties, and their relations with each other. Fuzzy logic,\textsuperscript{132} is a version of first-order logic which allows the truth of a statement to be represented as a value between 0 and 1, rather than simply True (1) or False (0). Fuzzy systems can be used for uncertain reasoning and have been widely used in modern industrial and consumer product control systems. Subjective logic\textsuperscript{133} models uncertainty in a different and more explicit manner than fuzzy-logic: a given binomial opinion satisfies belief + disbelief + uncertainty = 1 within a Beta distribution. By this method, ignorance can be distinguished from probabilistic statements that an agent makes with high confidence.

Default logics, non-monotonic logics and circumscription\textsuperscript{52} are forms of logic designed to help with default reasoning and the qualification problem. Several extensions of logic have been designed to handle specific domains of knowledge, such as: description logics,\textsuperscript{46} situation calculus, event calculus and fluent calculus (for representing events and times),\textsuperscript{47} causal calculus,\textsuperscript{48} belief calculus; and modal logics.\textsuperscript{49}

Probabilistic methods for uncertain reasoning

Main articles: Bayesian network, Hidden Markov model, Kalman filter, Decision theory and Utility theory

Many problems in AI (in reasoning, planning, learning, perception and robotics) require the agent to operate with incomplete or uncertain information. AI researchers have devised a number of powerful tools to solve these problems using methods from probability theory and economics.\textsuperscript{134}

Bayesian networks\textsuperscript{135} are a very general tool that can be used for a large number of problems: reasoning (using the Bayesian inference algorithm),\textsuperscript{136} learning (using the expectation-maximization algorithm),\textsuperscript{137} planning (using decision networks)\textsuperscript{138} and perception (using dynamic Bayesian networks).\textsuperscript{139} Probabilistic algorithms can also be used for filtering, prediction, smoothing and finding explanations for streams of data, helping perception systems to analyze processes that occur over time (e.g., hidden Markov models or Kalman filters).\textsuperscript{139}

A key concept from the science of economics is “utility”: a measure of how valuable something is to an intelligent agent. Precise mathematical tools have been developed that analyze how an agent can make choices and plan, using decision theory, decision analysis,\textsuperscript{140} and information value theory.\textsuperscript{58} These tools include models such as Markov decision processes\textsuperscript{141} dynamic decision networks,\textsuperscript{139} game theory and mechanism design.\textsuperscript{142}

Classifiers and statistical learning methods

Main articles: Classifier (mathematics), Statistical classification and Machine learning

The simplest AI applications can be divided into two types: classifiers (“if shiny then diamond”) and controllers (“if shiny then pick up”). Controllers do, however, also classify conditions before inferring actions, and therefore classification forms a central part of many AI systems. Classifiers are functions that use pattern matching to determine a closest match. They can be tuned according to examples, making them very attractive for use in AI. These examples are known as observations or patterns. In supervised learning, each pattern belongs to a certain predefined class. A class can be seen as a decision that has to be made. All the observations combined with their class labels are known as a data set. When a new observation is received, that observation is classified based on previous experience.\textsuperscript{143}

A classifier can be trained in various ways; there are many statistical and machine learning approaches. The most widely used classifiers are the neural network,\textsuperscript{144} kernel methods such as the support vector machine,\textsuperscript{145} k-nearest neighbor algorithm,\textsuperscript{146} Gaussian mixture model,\textsuperscript{147} naive Bayes classifier,\textsuperscript{148} and decision tree.\textsuperscript{149} The performance of these classifiers have been compared over a wide range of tasks. Classifier performance depends greatly on the characteristics of the data to be classified. There is no single classifier that works best on all given problems; this is also referred to as the "no free lunch" theorem. Determining a suitable classifier for a given problem is still more an art than
2.2. RESEARCH

Neural networks

Main articles: Artificial neural network and Connectionism

The study of artificial neural networks\textsuperscript{[144]} began in the decade before the field of AI research was founded, in the work of Walter Pitts and Warren McCullough. Other important early researchers were Frank Rosenblatt, who invented the perceptron and Paul Werbos who developed the backpropagation algorithm.\textsuperscript{[151]}

The main categories of networks are acyclic or feedforward neural networks (where the signal passes in only one direction) and recurrent neural networks (which allow feedback). Among the most popular feedforward networks are perceptrons, multi-layer perceptrons and radial basis networks.\textsuperscript{[152]} Among recurrent networks, the most famous is the Hopfield net, a form of attractor network, which was first described by John Hopfield in 1982.\textsuperscript{[153]} Neural networks can be applied to the problem of intelligent control (for robotics) or learning, using such techniques as Hebbian learning and competitive learning.\textsuperscript{[154]}

Hierarchical temporal memory is an approach that models some of the structural and algorithmic properties of the neocortex.\textsuperscript{[155]} The term "deep learning" gained traction in the mid-2000s after a publication by Geoffrey Hinton and Ruslan Salakhutdinov showed how a many-layered feedforward neural network could be effectively pre-trained one layer at a time, treating each layer in turn as an unsupervised restricted Boltzmann machine, then using supervised backpropagation for fine-tuning.\textsuperscript{[156]}

Control theory

Main article: Intelligent control

Control theory, the grandchild of cybernetics, has many important applications, especially in robotics.\textsuperscript{[157]}

Languages

Main article: List of programming languages for artificial intelligence

AI researchers have developed several specialized languages for AI research, including Lisp\textsuperscript{[158]} and Prolog.\textsuperscript{[159]}

2.2.4 Evaluating progress

Main article: Progress in artificial intelligence

In 1950, Alan Turing proposed a general procedure to test the intelligence of an agent now known as the Turing test. This procedure allows almost all the major problems of artificial intelligence to be tested. However, it is a very difficult challenge and at present all agents fail.\textsuperscript{[160]}

Artificial intelligence can also be evaluated on specific problems such as small problems in chemistry, handwriting recognition and game-playing. Such tests have been termed subject matter expert Turing tests. Smaller problems provide more achievable goals and there are an ever-increasing number of positive results.\textsuperscript{[161]}

One classification for outcomes of an AI test is:\textsuperscript{[162]}

1. Optimal: it is not possible to perform better.
2. Strong super-human: performs better than all humans.
4. Sub-human: performs worse than most humans.

For example, performance at draughts (i.e. checkers) is optimal,\textsuperscript{[163]} performance at chess is super-human and nearing strong super-human (see computer chess: computers versus human) and performance at many everyday tasks (such as recognizing a face or crossing a room without bumping into something) is sub-human.

A quite different approach measures machine intelligence through tests which are developed from mathematical definitions of intelligence. Examples of these kinds of tests start in the late nineties devising intelligence tests using notions from Kolmogorov complexity and data
Two major advantages of mathematical definitions are their applicability to nonhuman intelligences and their absence of a requirement for human testers.

A derivative of the Turing test is the Completely Automated Public Turing test to tell Computers and Humans Apart (CAPTCHA), as the name implies, this helps to determine that a user is an actual person and not a computer posing as a human. In contrast to the standard Turing test, CAPTCHA administered by a machine and targeted to a human as opposed to being administered by a human and targeted to a machine. A computer asks a user to complete a simple test then generates a grade for that test. Computers are unable to solve the problem, so correct solutions are deemed to be the result of a person taking the test. A common type of CAPTCHA is the test that requires the typing of distorted letters, numbers or symbols that appear in an image undecipherable by a computer.

2.3 Applications

An automated online assistant providing customer service on a web page – one of many very primitive applications of artificial intelligence.

Main article: Applications of artificial intelligence

Artificial intelligence techniques are pervasive and are too numerous to list. Frequently, when a technique reaches mainstream use, it is no longer considered artificial intelligence; this phenomenon is described as the AI effect.

An area that artificial intelligence has contributed greatly to is intrusion detection.

2.3.1 Competitions and prizes

Main article: Competitions and prizes in artificial intelligence

There are a number of competitions and prizes to promote research in artificial intelligence. The main areas promoted are: general machine intelligence, conversational behavior, data-mining, robotic cars, robot soccer and games.

2.3.2 Platforms

A platform (or "computing platform") is defined as "some sort of hardware architecture or software framework (including application frameworks), that allows software to run." As Rodney Brooks pointed out many years ago, it is not just the artificial intelligence software that defines the AI features of the platform, but rather the actual platform itself that affects the AI that results, i.e., there needs to be work in AI problems on real-world platforms rather than in isolation.

A wide variety of platforms has allowed different aspects of AI to develop, ranging from expert systems, albeit PC-based but still an entire real-world system, to various robot platforms such as the widely available Roomba with open interface.

2.3.3 Toys

AIBO, the first robotic pet, grew out of Sony's Computer Science Laboratory (CSL). Famed engineer Toshitada Doi is credited as AIBO's original progenitor: in 1994 he had started work on robots with artificial intelligence expert Masahiro Fujita, at CSL. Doi's friend, the artist Hajime Sorayama, was enlisted to create the initial designs for the AIBO's body. Those designs are now part of the permanent collections of Museum of Modern Art and the Smithsonian Institution, with later versions of AIBO being used in studies in Carnegie Mellon University. In 2006, AIBO was added into Carnegie Mellon University's "Robot Hall of Fame".

2.4 Philosophy and ethics

Main articles: Philosophy of artificial intelligence and Ethics of artificial intelligence

Alan Turing wrote in 1950 “I propose to consider the question 'can a machine think?’” and began the discussion that has become the philosophy of artificial intell-
ligence. Because “thinking” is difficult to define, there are two versions of the question that philosophers have addressed. First, can a machine be intelligent? I.e., can it solve all the problems the humans solve by using intelligence? And second, can a machine be built with a mind and the experience of subjective consciousness?[170]

The existence of an artificial intelligence that rivals or exceeds human intelligence raises difficult ethical issues, both on behalf of humans and on behalf of any possible sentient AI. The potential power of the technology inspires both hopes and fears for society.

2.4. PHILOSOPHY AND ETHICS

2.4.1 The possibility/impossibility of artificial general intelligence

Main articles: philosophy of AI, Turing test, Physical symbol systems hypothesis, Dreyfus’ critique of AI, The Emperor’s New Mind and AI effect

Can a machine be intelligent? Can it “think”??

**Turing’s “polite convention”** We need not decide if a machine can “think”; we need only decide if a machine can act as intelligently as a human being. This approach to the philosophical problems associated with artificial intelligence forms the basis of the Turing test.[160]

**The Dartmouth proposal** “Every aspect of learning or any other feature of intelligence can be so precisely described that a machine can be made to simulate it.” This conjecture was printed in the proposal for the Dartmouth Conference of 1956, and represents the position of most working AI researchers.[171]

**Newell and Simon’s physical symbol system hypothesis** “A physical symbol system has the necessary and sufficient means of general intelligent action.” Newell and Simon argue that intelligence consists of formal operations on symbols.[172] Hubert Dreyfus argued that, on the contrary, human expertise depends on unconscious instinct rather than conscious symbol manipulation and on having a “feel” for the situation rather than explicit symbolic knowledge. (See Dreyfus’ critique of AI.)[173][174]

**Gödelian arguments** Gödel himself,[175] John Lucas (in 1961) and Roger Penrose (in a more detailed argument from 1989 onwards) argued that humans are not reducible to Turing machines.[176] The detailed arguments are complex, but in essence they derive from Kurt Gödel’s 1931 proof of his first incompleteness theorem that it is always possible to create statements that a formal system could not prove. A human being, however, can (with some thought) see the truth of these “Gödel statements”. Any Turing program designed to search for these statements can have its methods reduced to a formal system, and so will always have a “Gödel statement” derivable from its program which it can never discover. However, if humans are indeed capable of understanding mathematical truth, it doesn’t seem possible that we could be limited in the same way. This is quite a general result, if accepted, since it can be shown that hardware neural nets, and computers based on random processes (e.g. annealing approaches) and quantum computers based on entangled qubits (so long as they involve no new physics) can all be reduced to Turing machines. All they do is reduce the complexity of the tasks, not permit new types of problems to be solved. Roger Penrose speculates that there may be new physics involved in our brain, perhaps at the intersection of gravity and quantum mechanics at the Planck scale. This argument, if accepted does not rule out the possibility of true artificial intelligence, but means it has to be biological in basis or based on new physical principles. The argument has been followed up by many counter arguments, and then Roger Penrose has replied to those with counter counter examples, and it is now an intricate complex debate.[177] For details see Philosophy of artificial intelligence: Lucas, Penrose and Gödel

**The artificial brain argument** The brain can be simulated by machines and because brains are intelligent, simulated brains must also be intelligent; thus machines can be intelligent. Hans Moravec, Ray Kurzweil and others have argued that it is technologically feasible to copy the brain directly into hardware and software, and that such a simulation will be essentially identical to the original.[91]

**The AI effect** Machines are already intelligent, but observers have failed to recognize it. When Deep Blue beat Gary Kasparov in chess, the machine was acting intelligently. However, onlookers commonly discount the behavior of an artificial intelligence program by arguing that it is not “real” intelligence after all; thus “real” intelligence is whatever intelligent behavior people can do that machines still can not. This is known as the AI Effect: “AI is whatever hasn’t been done yet.”

2.4.2 Intelligent behaviour and machine ethics

As a minimum, an AI system must be able to reproduce aspects of human intelligence. This raises the issue of how ethically the machine should behave towards both humans and other AI agents. This issue was addressed by Wendell Wallach in his book titled Moral Machines in which he introduced the concept of artificial moral agents (AMA).[178] For Wallach, AMAs have become a
part of the research landscape of artificial intelligence as guided by its two central questions which he identifies as "Does Humanity Want Computers Making Moral Decisions?"[179] and "Can (Ro)bots Really Be Moral?"[180] For Wallach the question is not centered on the issue of whether machines can demonstrate the equivalent of moral behavior in contrast to the constraints which society may place on the development of AMAs.[181]

Machine ethics

Main article: Machine ethics

The field of machine ethics is concerned with giving machines ethical principles, or a procedure for discovering a way to resolve the ethical dilemmas they might encounter, enabling them to function in an ethically responsible manner through their own ethical decision making.[182] The field was delineated in the AAAI Fall 2005 Symposium on Machine Ethics: "Past research concerning the relationship between technology and ethics has largely focused on responsible and irresponsible use of technology by human beings, with a few people being interested in how human beings ought to treat machines. In all cases, only human beings have engaged in ethical reasoning. The time has come for adding an ethical dimension to at least some machines. Recognition of the ethical ramifications of behavior involving machines, as well as recent and potential developments in machine autonomy, necessitate this. In contrast to computer hacking, software property issues, privacy issues and other topics normally ascribed to computer ethics, machine ethics is concerned with the behavior of machines towards human users and other machines. Research in machine ethics is key to alleviating concerns with autonomous systems — it could be argued that the notion of autonomous machines without such a dimension is at the root of all fear concerning machine intelligence. Further, investigation of machine ethics could enable the discovery of problems with current ethical theories, advancing our thinking about Ethics."[183] Machine ethics is sometimes referred to as machine morality, computational ethics or computational morality. A variety of perspectives of this nascent field can be found in the collected edition "Machine Ethics"[182] that stems from the AAAI Fall 2005 Symposium on Machine Ethics.[183]

Malevolent and friendly AI

Main article: Friendly AI

Political scientist Charles T. Rubin believes that AI can be neither designed nor guaranteed to be benevolent.[184] He argues that “any sufficiently advanced benevolence may be indistinguishable from malevolence.” Humans should not assume machines or robots would treat us favorably, because there is no a priori reason to believe that they would be sympathetic to our system of morality, which has evolved along with our particular biology (which AIs would not share). Hyper-intelligent software may not necessarily decide to support the continued existence of mankind, and would be extremely difficult to stop. This topic has also recently begun to be discussed in academic publications as a real source of risks to civilization, humans, and planet Earth.

Physicist Stephen Hawking, Microsoft founder Bill Gates and SpaceX founder Elon Musk have expressed concerns about the possibility that AI could evolve to the point that humans could not control it, with Hawking theorizing that this could “spell the end of the human race”. [185]

One proposal to deal with this is to ensure that the first generally intelligent AI is ‘Friendly AI’, and will then be able to control subsequently developed AIs. Some question whether this kind of check could really remain in place.

Leading AI researcher Rodney Brooks writes, “I think it is a mistake to be worrying about us developing malevolent AI anytime in the next few hundred years. I think the worry stems from a fundamental error in not distinguishing the difference between the very real recent advances in a particular aspect of AI, and the enormity and complexity of building sentient volitional intelligence.”[186]

Devaluation of humanity

Main article: Computer Power and Human Reason

Joseph Weizenbaum wrote that AI applications can not, by definition, successfully simulate genuine human empathy and that the use of AI technology in fields such as customer service or psychotherapy[187] was deeply misguided. Weizenbaum was also bothered that AI researchers (and some philosophers) were willing to view the human mind as nothing more than a computer program (a position now known as computationalism). To Weizenbaum these points suggest that AI research devalues human life.[188]

Decrease in demand for human labor

Martin Ford, author of The Lights in the Tunnel: Automation, Accelerating Technology and the Economy of the Future,[189] and others argue that specialized artificial intelligence applications, robotics and other forms of automation will ultimately result in significant unemployment as machines begin to match and exceed the capability of workers to perform most routine and repetitive jobs. Ford predicts that many knowledge-based occupations—and in particular entry level jobs—will be increasingly susceptible to automation via expert systems, machine learning[190] and other AI-enhanced applications. AI-
based applications may also be used to amplify the capabilities of low-wage offshore workers, making it more feasible to outsource knowledge work.\[19\]

2.4.3 Machine consciousness, sentience and mind

Main article: Artificial consciousness

If an AI system replicates all key aspects of human intelligence, will that system also be sentient – will it have a mind which has conscious experiences? This question is closely related to the philosophical problem as to the nature of human consciousness, generally referred to as the hard problem of consciousness.

Consciousness

Main articles: Hard problem of consciousness and Theory of mind

There are no objective criteria for knowing whether an intelligent agent is sentient – that it has conscious experiences. We assume that other people do because we do and they tell us that they do, but this is only a subjective determination. The lack of any hard criteria is known as the “hard problem” in the theory of consciousness. The problem applies not only to other people but to the higher animals and, by extension, to AI agents.

Computationalism

Main articles: Computationalism and Functionalism (philosophy of mind)

Are human intelligence, consciousness and mind products of information processing? Is the brain essentially a computer?

Computationalism is the idea that “the human mind or the human brain (or both) is an information processing system and that thinking is a form of computing”. AI, or implementing machines with human intelligence was founded on the claim that “a central property of humans, intelligence can be so precisely described that a machine can be made to simulate it”. A program can then be derived from this human computer and implemented into an artificial one to, create efficient artificial intelligence. This program would act upon a set of outputs that result from set inputs of the internal memory of the computer, that is, the machine can only act with what it has implemented in it to start with. A long term goal for AI researchers is to provide machines with a deep understanding of the many abilities of a human being to replicate a general intelligence or STRONG AI, defined as a machine surpassing human abilities to perform the skills implanted in it, a scary thought to many, who fear losing control of such a powerful machine. Obstacles for researchers are mainly time constraints. That is, AI scientists cannot establish much of a database for commonsense knowledge because it must be ontologically crafted into the machine which takes up a tremendous amount of time. To combat this, AI research looks to have the machine able to understand enough concepts in order to add to its own ontology, but how can it do this when machine ethics is primarily concerned with behavior of machines towards humans or other machines, limiting the extent of developing AI. In order to function like a common human AI must also display, “the ability to solve subsymbolic commonsense knowledge tasks such as how artists can tell statues are fake or how chess masters don’t move certain spots to avoid exposure,” but by developing machines who can do it all AI research is faced with the difficulty of potentially putting a lot of people out of work, while on the economy side of things businesses would boom from efficiency, thus forcing AI into a bottleneck trying to developing self improving machines.

Strong AI hypothesis

Main article: Chinese room

Searle’s strong AI hypothesis states that “The appropriately programmed computer with the right inputs and outputs would thereby have a mind in exactly the same sense human beings have minds.”\[192\] John Searle counters this assertion with his Chinese room argument, which asks us to look inside the computer and try to find where the “mind” might be.\[193\]

Robot rights

Main article: Robot rights

Mary Shelley’s Frankenstein considers a key issue in the ethics of artificial intelligence: if a machine can be created that has intelligence, could it also feel? If it can feel, does it have the same rights as a human? The idea also appears in modern science fiction, such as the film A.I.: Artificial Intelligence, in which humanoid machines have the ability to feel emotions. This issue, now known as "robot rights", is currently being considered by, for example, California’s Institute for the Future, although many critics believe that the discussion is premature.\[194\] The subject is profoundly discussed in the 2010 documentary film Plug & Pray.\[195\]
2.4.4 Superintelligence

Main article: Superintelligence

Are there limits to how intelligent machines – or human-machine hybrids – can be? A superintelligence, hyperintelligence, or superhuman intelligence is a hypothetical agent that would possess intelligence far surpassing that of the brightest and most gifted human mind. "Superintelligence" may also refer to the form or degree of intelligence possessed by such an agent.

Technological singularity

Main articles: Technological singularity and Moore’s law

If research into Strong AI produced sufficiently intelligent software, it might be able to reprogram and improve itself. The improved software would be even better at improving itself, leading to recursive self-improvement.[196] The new intelligence could thus increase exponentially and dramatically surpass humans. Science fiction writer Vernor Vinge named this scenario "singularity".[197] Technological singularity is when accelerating progress in technologies will cause a runaway effect wherein artificial intelligence will exceed human intellectual capacity and control, thus radically changing or even ending civilization. Because the capabilities of such an intelligence may be impossible to comprehend, the technological singularity is an occurrence beyond which events are unpredictable or even unfathomable.[197]

Ray Kurzweil has used Moore’s law (which describes the relentless exponential improvement in digital technology) to calculate that desktop computers will have the same processing power as human brains by the year 2029, and predicts that the singularity will occur in 2045.[197]

Transhumanism

Main article: Transhumanism

Robot designer Hans Moravec, cyberneticist Kevin Warwick and inventor Ray Kurzweil have predicted that humans and machines will merge in the future into cyborgs that are more capable and powerful than either.[198] This idea, called transhumanism, which has roots in Aldous Huxley and Robert Ettinger, has been illustrated in fiction as well, for example in the manga Ghost in the Shell and the science-fiction series Dune.

In the 1980s artist Hajime Sorayama’s Sexy Robots series were painted and published in Japan depicting the actual organic human form with lifelike muscular metallic skins and later “the Gynoids” book followed that was used by or influenced movie makers including George Lucas and other creatives. Sorayama never considered these organic robots to be real part of nature but always unnatural product of the human mind, a fantasy existing in the mind even when realized in actual form.

Edward Fredkin argues that “artificial intelligence is the next stage in evolution”, an idea first proposed by Samuel Butler’s "Darwin among the Machines" (1863), and expanded upon by George Dyson in his book of the same name in 1998.[199]

2.5 In fiction

Main article: Artificial intelligence in fiction

The implications of artificial intelligence have been a persistent theme in science fiction. Early stories typically revolved around intelligent robots. The word “robot” itself was coined by Karel Čapek in his 1921 play R.U.R., the title standing for "Rossum’s Universal Robots". Later, the SF writer Isaac Asimov developed the three laws of robotics which he subsequently explored in a long series of robot stories. These laws have since gained some traction in genuine AI research.

Other influential fictional intelligences include HAL, the computer in charge of the spaceship in 2001: A Space Odyssey, released as both a film and a book in 1968 and written by Arthur C. Clarke.

Since then, AI has become firmly rooted in popular culture.

2.6 See also

Main article: Outline of artificial intelligence

- AI takeover
- Artificial Intelligence (journal)
- Artificial intelligence (video games)
- Artificial stupidity
- Nick Bostrom
- Computer Go
- Effective altruism
- Existential risk
- Existential risk of artificial general intelligence
- Future of Humanity Institute
- Human Cognome Project
- List of artificial intelligence projects
2.7 Notes

[1] Definition of AI as the study of intelligent agents:
- Poole, Mackworth & Goebel 1998, p. 1, which provides the version that is used in this article. Note that they use the term “computational intelligence” as a synonym for artificial intelligence.
- Nilsson 1998

[2] The intelligent agent paradigm:
- Russell & Norvig 2003, pp. 27, 32–58, 968–972
- Poole, Mackworth & Goebel 1998, pp. 7–21
- Luger & Stubblefield 2004, pp. 235–240
- Hutter 2005, pp. 125–126

The definition used in this article, in terms of goals, actions, perception and environment, is due to Russell & Norvig (2003). Other definitions also include knowledge and learning as additional criteria.

[3] Although there is some controversy on this point (see Crevier (1993, p. 50)), McCarthy states unequivocally “I came up with the term” in a cnet interview. (Skillings 2006) McCarthy first used the term in the proposal for the Dartmouth conference, which appeared in 1955. (McCarthy et al. 1955)
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Searle's Chinese room argument:
- Searle 1980. Searle's original presentation of the thought experiment.
- Searle 1999.

Discussion:
- Russell & Norvig 2003, pp. 958–960
- McCorduck 2004, pp. 443–445
- Crevier 1993, pp. 269–271

Robot rights:
- Russell & Norvig 2003, p. 964
- *BBC News* 2006

Prematurity of:
- Henderson 2007

In fiction:
- McCorduck (2004, p. 190-25) discusses *Frankenstein* and identifies the key ethical issues as scientific hubris and the suffering of the monster, i.e. robot rights.
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Chapter 3

Information theory

Information theory is a branch of applied mathematics, electrical engineering, and computer science involving the quantification of information. Information theory was developed by Claude E. Shannon to find fundamental limits on signal processing operations such as compressing data and on reliably storing and communicating data. Since its inception it has broadened to find applications in many other areas, including statistical inference, natural language processing, cryptography, neurobiology, the evolution and function of molecular codes, model selection in ecology, thermal physics, quantum computing, linguistics, plagiarism detection, pattern recognition, anomaly detection and other forms of data analysis.

A key measure of information is entropy, which is usually expressed by the average number of bits needed to store or communicate one symbol in a message. Entropy quantifies the uncertainty involved in predicting the value of a random variable. For example, specifying the outcome of a fair coin flip (two equally likely outcomes) provides less information (lower entropy) than specifying the outcome from a roll of a die (six equally likely outcomes).

Applications of fundamental topics of information theory include lossless data compression (e.g. ZIP files), lossy data compression (e.g. MP3s and JPEGs), and channel coding (e.g. for Digital Subscriber Line (DSL)). The field is at the intersection of mathematics, statistics, computer science, physics, neurobiology, and electrical engineering. Its impact has been crucial to the success of the Voyager missions to deep space, the invention of the compact disc, the feasibility of mobile phones, the development of the Internet, the study of linguistics and of human perception, the understanding of black holes, and numerous other fields. Important sub-fields of information theory are source coding, channel coding, algorithmic complexity theory, algorithmic information theory, information-theoretic security, and measures of information.

Information theory studies the transmission, processing, utilization, and extraction of information. Abstractly, information can be thought of as the resolution of uncertainty. In the case of communication of information over a noisy channel, this abstract concept was made concrete in 1948 by Claude Shannon in A Mathematical Theory of Communication, in which “information” is thought of as a set of possible messages, where the goal is to send these messages over a noisy channel, and then to have the receiver reconstruct the message with low probability of error, in spite of the channel noise. Shannon’s main result, the Noisy-channel coding theorem showed that, in the limit of many channel uses, the rate of information that is asymptotically achievable equal to the Channel capacity, a quantity dependent merely on the statistics of the channel over which the messages are sent.

Information theory is closely associated with a collection of pure and applied disciplines that have been investigated and reduced to engineering practice under a variety of rubrics throughout the world over the past half century or more: adaptive systems, anticipatory systems, artificial intelligence, complex systems, complexity science, cybernetics, informatics, machine learning, along with systems sciences of many descriptions. Information theory is a broad and deep mathematical theory, with equally broad and deep applications, amongst which is the vital field of coding theory.

Coding theory is concerned with finding explicit methods, called codes, for increasing the efficiency and reducing the error rate of data communication over noisy channels to near the Channel capacity. These codes can be roughly subdivided into data compression (source coding) and error-correction (channel coding) techniques. In the latter case, it took many years to find the methods Shannon’s work proved were possible. A third class of information theory codes are cryptographic algorithms (both codes and ciphers). Concepts, methods and results from coding theory and information theory are widely used in cryptography and cryptanalysis. See the article ban (unit) for a historical application.

Information theory is also used in information retrieval,
intelligence gathering, gambling, statistics, and even in musical composition.

### 3.2 Historical background

Main article: History of information theory

The landmark event that established the discipline of information theory, and brought it to immediate worldwide attention, was the publication of Claude E. Shannon’s classic paper “A Mathematical Theory of Communication” in the *Bell System Technical Journal* in July and October 1948.

Prior to this paper, limited information-theoretic ideas had been developed at Bell Labs, all implicitly assuming events of equal probability. Harry Nyquist’s 1924 paper, *Certain Factors Affecting Telegraph Speed*, contains a theoretical section quantifying “intelligence” and the “line speed” at which it can be transmitted by a communication system, giving the relation \( W = K \log m \) (recalling Boltzmann’s constant), where \( W \) is the speed of transmission of intelligence, \( m \) is the number of different voltage levels to choose from at each time step, and \( K \) is a constant. Ralph Hartley’s 1928 paper, *Transmission of Information*, uses the word *information* as a measurable quantity, reflecting the receiver’s ability to distinguish one sequence of symbols from any other, thus quantifying information as \( H = \log S^n = n \log S \), where \( S \) was the number of possible symbols, and \( n \) the number of symbols in a transmission. The unit of information was therefore the decimal digit, much later renamed the hartley in his honour as a unit or scale or measure of information. Alan Turing in 1940 used similar ideas as part of the statistical analysis of the breaking of the German second world war Enigma ciphers.

Much of the mathematics behind information theory with events of different probabilities were developed for the field of thermodynamics by Ludwig Boltzmann and J. Willard Gibbs. Connections between information-theoretic entropy and thermodynamic entropy, including the important contributions by Rolf Landauer in the 1960s, are explored in *Entropy in thermodynamics and information theory*.

In Shannon’s revolutionary and groundbreaking paper, the work for which had been substantially completed at Bell Labs by the end of 1944, Shannon for the first time introduced the qualitative and quantitative model of communication as a statistical process underlying information theory, opening with the assertion that

> “The fundamental problem of communication is that of reproducing at one point, either exactly or approximately, a message selected at another point.”

With it came the ideas of

- the information entropy and redundancy of a source, and its relevance through the source coding theorem;
- the mutual information, and the channel capacity of a noisy channel, including the promise of perfect loss-free communication given by the noisy-channel coding theorem;
- the practical result of the Shannon–Hartley law for the channel capacity of a Gaussian channel; as well as
- the bit—a new way of seeing the most fundamental unit of information.

### 3.3 Quantities of information

Main article: Quantities of information

Information theory is based on probability theory and statistics. Information theory often concerns itself with measures of information of the distributions associated with random variables. Important quantities of information are entropy, a measure of information in a single random variable, and mutual information, a measure of information in common between two random variables.

The former quantity is a property of the probability distribution of a random variable and gives a limit on the rate at which data generated by independent samples with the given distribution can be reliably compressed. The latter is a property of the joint distribution of two random variables, and is the maximum rate of reliable communication across a noisy channel in the limit of long block lengths, when the channel statistics are determined by the joint distribution.

The choice of logarithmic base in the following formulae determines the unit of information entropy that is used. A common unit of information is the bit, based on the binary logarithm. Other units include the nat, which is based on the natural logarithm, and the hartley, which is based on the common logarithm.

In what follows, an expression of the form \( p \log p \) is considered by convention to be equal to zero whenever \( p = 0 \). This is justified because \( \lim_{p \to 0^+} p \log p = 0 \) for any logarithmic base.

#### 3.3.1 Entropy

The *entropy*, \( H \), of a discrete random variable \( X \) intuitively is a measure of the amount of uncertainty associated with the value of \( X \) when only its distribution is known. So, for example, if the distribution associated with a random variable was a constant distribution, (i.e.
equal to some known value with probability 1), then entropy is minimal, and equal to 0. Furthermore, in the case of a distribution restricted to take on a finite number of values, entropy is maximized with a uniform distribution over the values that the distribution takes on.

Suppose one transmits 1000 bits (0s and 1s). If the value of each of these bits is known to the receiver (has a specific value with certainty) ahead of transmission, it is clear that no information is transmitted. If, however, each bit is independently equally likely to be 0 or 1, 1000 shannons of information (also often called bits, in the information theoretic sense) have been transmitted. Between these two extremes, information can be quantified as follows. If \( X \) is the set of all messages \( \{x_1, \ldots, x_n\} \) that \( X \) could be, and \( p(x) \) is the probability of some \( x \in X \), then the entropy, \( H \), of \( X \) is defined: \[ H(X) = \mathbb{E}_X[I(x)] = -\sum_{x \in X} p(x) \log p(x). \] (Here, \( I(x) \) is the self-information, which is the entropy contribution of an individual message, and \( \mathbb{E}_X \) is the expected value.) A property of entropy is that it is maximized when all the messages in the message space are equiprobable \( p(x) = 1/n \), i.e., most unpredictable—in which case \( H(X) = \log n \).

The special case of information entropy for a random variable with two outcomes is the binary entropy function, usually taken to the logarithmic base 2, thus having the shannon (Sh) as unit:

\[ H_b(p) = -p \log_2 p - (1 - p) \log_2 (1 - p). \]

### 3.3.2 Joint entropy

The joint entropy of two discrete random variables \( X \) and \( Y \) is merely the entropy of their pairing: \( (X, Y) \). This implies that if \( X \) and \( Y \) are independent, then their joint entropy is the sum of their individual entropies. For example, if \( (X, Y) \) represents the position of a chess piece — \( X \) the row and \( Y \) the column, then the joint entropy of the row of the piece and the column of the piece will be the entropy of the position of the piece.

\[ H(X, Y) = \mathbb{E}_{X,Y}[-\log p(x, y)] = -\sum_{x,y} p(x, y) \log p(x, y) \]

Despite similar notation, joint entropy should not be confused with cross entropy.

### 3.3.3 Conditional entropy (equivocation)

The conditional entropy or conditional uncertainty of \( X \) given random variable \( Y \) (also called the equivocation of \( X \) about \( Y \)) is the average conditional entropy over \( Y \):

\[ H(X|Y) = \mathbb{E}_Y[H(X|y)] = -\sum_{y \in Y} p(y) \sum_{x \in X} p(x|y) \log p(x|y) = -\sum_{x,y} p(x,y) \log p(x|y) \]

Because entropy can be conditioned on a random variable or on that random variable being a certain value, care should be taken not to confuse these two definitions of conditional entropy, the former of which is in more common use. A basic property of this form of conditional entropy is that:

\[ H(X|Y) = H(X, Y) - H(Y). \]

### 3.3.4 Mutual information (trans-information)

Mutual information measures the amount of information that can be obtained about one random variable by observing another. It is important in communication where it can be used to maximize the amount of information shared between sent and received signals. The mutual information of \( X \) relative to \( Y \) is given by:

\[ I(X; Y) = \mathbb{E}_{X,Y}[SI(x, y)] = \sum_{x,y} p(x, y) \log \frac{p(x,y)}{p(x)p(y)} \]

where \( SI \) (Specific mutual Information) is the pointwise mutual information.

A basic property of the mutual information is that
\[ I(X;Y) = H(X) - H(X|Y). \]

That is, knowing \( Y \), we can save an average of \( I(X;Y) \) bits in encoding \( X \) compared to not knowing \( Y \).

Mutual information is symmetric:

\[ I(X;Y) = I(Y;X) = H(X) + H(Y) - H(X,Y). \]

Mutual information can be expressed as the average Kullback–Leibler divergence (information gain) between the posterior probability distribution of \( X \) given the value of \( Y \) and the prior distribution on \( X \):

\[ I(X;Y) = \mathbb{E}_{p(y)}[D_{KL}(p(X|Y = y)\| p(X))]. \]

In other words, this is a measure of how much, on the average, the probability distribution on \( X \) will change if we are given the value of \( Y \). This is often recalculated as the divergence from the product of the marginal distributions to the actual joint distribution:

\[ I(X;Y) = D_{KL}(p(X,Y)\| p(X)p(Y)). \]

Mutual information is closely related to the log-likelihood ratio test in the context of contingency tables and the multinominal distribution and to Pearson’s \( \chi^2 \) test: mutual information can be considered a statistic for assessing independence between a pair of variables, and has a well-specified asymptotic distribution.

### 3.3.5 Kullback–Leibler divergence (information gain)

The Kullback–Leibler divergence (or information divergence, information gain, or relative entropy) is a way of comparing two distributions: a “true” probability distribution \( p(X) \), and an arbitrary probability distribution \( q(X) \). If we compress data in a manner that assumes \( q(X) \) is the distribution underlying some data, when, in reality, \( p(X) \) is the correct distribution, the Kullback–Leibler divergence is the number of average additional bits per datum necessary for compression. It is thus defined

\[ D_{KL}(p(X)\| q(X)) = \sum_{x\in X} -p(x) \log q(x) - \sum_{x\in X} -p(x) \log q(x). \]

Although it is sometimes used as a ‘distance metric’, KL divergence is not a true metric since it is not symmetric and does not satisfy the triangle inequality (making it a semi-quasimetric).

#### 3.3.6 Kullback–Leibler divergence of a prior from the truth

Another interpretation of KL divergence is this: suppose a number \( X \) is about to be drawn randomly from a discrete set with probability distribution \( p(x) \). If Alice knows the true distribution \( p(x) \), while Bob believes (has a prior) that the distribution is \( q(x) \), then Bob will be more surprised than Alice, on average, upon seeing the value of \( X \). The KL divergence is the (objective) expected value of Bob’s (subjective) surprisal minus Alice’s surprisal, measured in bits if the log is in base 2. In this way, the extent to which Bob’s prior is “wrong” can be quantified in terms of how “unnecessarily surprised” it’s expected to make him.

#### 3.3.7 Other quantities

Other important information theoretic quantities include Rényi entropy (a generalization of entropy), differential entropy (a generalization of quantities of information to continuous distributions), and the conditional mutual information.

### 3.4 Coding theory

Main article: Coding theory

Coding theory is one of the most important and direct applications of information theory. It can be subdivided into source coding theory and channel coding theory. Using a statistical description for data, information theory quantifies the number of bits needed to describe the data, which is the information entropy of the source.

- **Data compression (source coding):** There are two formulations for the compression problem:

  1. **lossless data compression:** the data must be reconstructed exactly;

  2. **lossy data compression:** allocates bits needed to reconstruct the data, within a specified fidelity level.
measured by a distortion function. This subset of Information theory is called rate–distortion theory.

- Error-correcting codes (channel coding): While data compression removes as much redundancy as possible, an error correcting code adds just the right kind of redundancy (i.e., error correction) needed to transmit the data efficiently and faithfully across a noisy channel.

This division of coding theory into compression and transmission is justified by the information transmission theorems, or source–channel separation theorems that justify the use of bits as the universal currency for information in many contexts. However, these theorems only hold in the situation where one transmitting user wishes to communicate to one receiving user. In scenarios with more than one transmitter (the multiple-access channel), to communicate to one receiving user. In scenarios with more than one receiver (the broadcast channel), more than one receiver (the multiple-access channel), or intermediary “helpers” (the relay channel), or more general networks, compression followed by transmission may no longer be optimal. Network information theory refers to these multi-agent communication models.

### 3.4.1 Source theory

Any process that generates successive messages can be considered a source of information. A memoryless source is one in which each message is an independent identically distributed random variable, whereas the properties of ergodicity and stationarity impose less restrictive constraints. All such sources are stochastic. These terms are well studied in their own right outside information theory.

**Rate**

Information rate is the average entropy per symbol. For memoryless sources, this is merely the entropy of each symbol, while, in the case of a stationary stochastic process, it is

\[ r = \lim_{n \to \infty} H(X_n | X_{n-1}, X_{n-2}, X_{n-3}, \ldots); \]

that is, the conditional entropy of a symbol given all the previous symbols generated. For the more general case of a process that is not necessarily stationary, the *average rate* is

\[ r = \lim_{n \to \infty} \frac{1}{n} H(X_1, X_2, \ldots X_n); \]

that is, the limit of the joint entropy per symbol. For stationary sources, these two expressions give the same result.\(^{[10]}\)

It is common in information theory to speak of the “rate” or “entropy” of a language. This is appropriate, for example, when the source of information is English prose. The rate of a source of information is related to its redundancy and how well it can be compressed, the subject of source coding.

### 3.4.2 Channel capacity

Main article: Channel capacity

Communications over a channel—such as an ethernet cable—is the primary motivation of information theory. As anyone who’s ever used a telephone (mobile or landline) knows, however, such channels often fail to produce exact reconstruction of a signal; noise, periods of silence, and other forms of signal corruption often degrade quality. How much information can one hope to communicate over a noisy (or otherwise imperfect) channel?

Consider the communications process over a discrete channel. A simple model of the process is shown below:

Here \(X\) represents the space of messages transmitted, and \(Y\) the space of messages received during a unit time over our channel. Let \(p(y|x)\) be the conditional probability distribution function of \(Y\) given \(X\). We will consider \(p(y|x)\) to be an inherent fixed property of our communications channel (representing the nature of the noise of our channel). Then the joint distribution of \(X\) and \(Y\) is completely determined by our channel and by our choice of \(f(x)\), the marginal distribution of messages we choose to send over the channel. Under these constraints, we would like to maximize the rate of information, or the *signal*, we can communicate over the channel. The appropriate measure for this is the mutual information, and this maximum mutual information is called the *channel capacity* and is given by:

\[ C = \max_{f} I(X; Y). \]

This capacity has the following property related to communicating at information rate \(R\) (where \(R\) is usually bits per symbol). For any information rate \(R < C\) and coding error \(\varepsilon > 0\), for large enough \(N\), there exists a code of length \(N\) and rate \(\geq R\) and a decoding algorithm, such that the maximal probability of block error is \(\leq \varepsilon\); that is, it is always possible to transmit with arbitrarily small block error. In addition, for any rate \(R > C\), it is impossible to transmit with arbitrarily small block error.

**Channel coding** is concerned with finding such nearly optimal codes that can be used to transmit data over a
noisy channel with a small coding error at a rate near the channel capacity.

Capacity of particular channel models

- A continuous-time analog communications channel subject to Gaussian noise — see Shannon–Hartley theorem.

- A binary symmetric channel (BSC) with crossover probability $p$ is a binary input, binary output channel that flips the input bit with probability $p$. The BSC has a capacity of $1 - H_b(p)$ bits per channel use, where $H_b$ is the binary entropy function to the base 2 logarithm:

- A binary erasure channel (BEC) with erasure probability $p$ is a binary input, ternary output channel. The possible channel outputs are 0, 1, and a third symbol ‘e’ called an erasure. The erasure represents complete loss of information about an input bit. The capacity of the BEC is $1 - p$ bits per channel use.

3.5 Applications to other fields

3.5.1 Intelligence uses and secrecy applications

Information theoretic concepts apply to cryptography and cryptanalysis. Turing’s information unit, the ban, was used in the Ultra project, breaking the German Enigma machine code and hastening the end of World War II in Europe. Shannon himself defined an important concept now called the unicity distance. Based on the redundancy of the plaintext, it attempts to give a minimum amount of ciphertext necessary to ensure unique decipherability.

Information theory leads us to believe it is much more difficult to keep secrets than it might first appear. A brute force attack can break systems based on asymmetric key algorithms or on most commonly used methods of symmetric key algorithms (sometimes called secret key algorithms), such as block ciphers. The security of all such methods currently comes from the assumption that no known attack can break them in a practical amount of time.

Information theoretic security refers to methods such as the one-time pad that are not vulnerable to such brute force attacks. In such cases, the positive conditional mutual information between the plaintext and ciphertext (conditioned on the key) can ensure proper transmission, while the unconditional mutual information between the plaintext and ciphertext remains zero, resulting in absolutely secure communications. In other words, an eavesdropper would not be able to improve his or her guess of the plaintext by gaining knowledge of the ciphertext but not of the key. However, as in any other cryptographic system, care must be used to correctly apply even information-theoretically secure methods; the Venona project was able to crack the one-time pads of the Soviet Union due to their improper reuse of key material.

3.5.2 Pseudorandom number generation

Pseudorandom number generators are widely available in computer language libraries and application programs. They are, almost universally, unsuited to cryptographic use as they do not evade the deterministic nature of modern computer equipment and software. A class of improved random number generators is termed cryptographically secure pseudorandom number generators, but even they require random seeds external to the software to work as intended. These can be obtained via extractors, if done carefully. The measure of sufficient randomness in extractors is min-entropy, a value related to Shannon entropy through Rényi entropy; Rényi entropy is also used in evaluating randomness in cryptographic systems. Although related, the distinctions among these measures mean that a random variable with high Shannon entropy is not necessarily satisfactory for use in an extractor and so for cryptography uses.

3.5.3 Seismic exploration

One early commercial application of information theory was in the field of seismic oil exploration. Work in this field made it possible to strip off and separate the unwanted noise from the desired seismic signal. Informa-
tion theory and digital signal processing offer a major improvement of resolution and image clarity over previous analog methods.\textsuperscript{[11]}

### 3.5.4 Semiotics

Concepts from information theory such as redundancy and code control have been used by semioticians such as Umberto Eco and Rossi-Landi to explain ideology as a form of message transmission whereby a dominant social class emits its message by using signs that exhibit a high degree of redundancy such that only one message is decoded among a selection of competing ones.\textsuperscript{[12]}

### 3.5.5 Miscellaneous applications

Information theory also has applications in gambling and investing, black holes, bioinformatics, and music.

### 3.6 See also

- Algorithmic probability
- Algorithmic information theory
- Bayesian inference
- Communication theory
- Constructor theory - a generalization of information theory that includes quantum information
- Inductive probability
- Minimum message length
- Minimum description length
- List of important publications
- Philosophy of information

### 3.6.1 Applications

- Active networking
- Cryptanalysis
- Cryptography
- Cybernetics
- Entropy in thermodynamics and information theory
- Gambling
- Intelligence (information gathering)
- Seismic exploration

### 3.6.2 History

- Hartley, R.V.L.
- History of information theory
- Shannon, C.E.
- Timeline of information theory
- Yockey, H.P.

### 3.6.3 Theory

- Coding theory
- Detection theory
- Estimation theory
- Fisher information
- Information algebra
- Information asymmetry
- Information field theory
- Information geometry
- Information theory and measure theory
- Kolmogorov complexity
- Logic of information
- Network coding
- Philosophy of Information
- Quantum information science
- Semiotic information theory
- Source coding
- Unsolved Problems

### 3.6.4 Concepts

- Ban (unit)
- Channel capacity
- Channel (communications)
- Communication source
- Conditional entropy
- Covert channel
- Decoder
- Differential entropy
- Encoder
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- Information entropy
- Joint entropy
- Kullback–Leibler divergence
- Mutual information
- Pointwise mutual information (PMI)
- Receiver (information theory)
- Redundancy
- Rényi entropy
- Self-information
- Unicity distance
- Variety
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Computational science

Not to be confused with computer science.

Computational science (also scientific computing or scientific computation) is concerned with constructing mathematical models and quantitative analysis techniques and using computers to analyze and solve scientific problems.\[1\] In practical use, it is typically the application of computer simulation and other forms of computation from numerical analysis and theoretical computer science to problems in various scientific disciplines.

The field is different from theory and laboratory experiment which are the traditional forms of science and engineering. The scientific computing approach is to gain understanding, mainly through the analysis of mathematical models implemented on computers.

Scientists and engineers develop computer programs, application software, that model systems being studied and run these programs with various sets of input parameters. In some cases, these models require massive amounts of calculations (usually floating-point) and are often executed on supercomputers or distributed computing platforms.

Numerical analysis is an important underpinning for techniques used in computational science.

4.1 Applications of computational science

Problem domains for computational science/scientific computing include:

4.1.1 Numerical simulations

Numerical simulations have different objectives depending on the nature of the task being simulated:

- Reconstruct and understand known events (e.g., earthquake, tsunami and other natural disasters).
- Predict future or unobserved situations (e.g., weather, sub-atomic particle behaviour, and primordial explosions).

4.1.2 Model fitting and data analysis

- Appropriately tune models or solve equations to reflect observations, subject to model constraints (e.g., oil exploration geophysics, computational linguistics).
- Use graph theory to model networks, such as those connecting individuals, organizations, websites, and biological systems.

4.1.3 Computational optimization

Main article: Mathematical optimization

- Optimize known scenarios (e.g., technical and manufacturing processes, front-end engineering).
- Machine learning

4.2 Methods and algorithms

Algorithms and mathematical methods used in computational science are varied. Commonly applied methods include:

- Numerical analysis
- Application of Taylor series as convergent and asymptotic series
- Computing derivatives by Automatic differentiation (AD)
- Computing derivatives by finite differences
- Graph theoretic suites
- High order difference approximations via Taylor series and Richardson extrapolation
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- Methods of integration on a uniform mesh: rectangle rule (also called midpoint rule), trapezoid rule, Simpson’s rule
- Runge Kutta method for solving ordinary differential equations
- Monte Carlo methods
- Molecular dynamics
- Linear programming
- Branch and cut
- Branch and Bound
- Numerical linear algebra
- Computing the LU factors by Gaussian elimination
- Cholesky factorizations
- Discrete Fourier transform and applications.
- Newton’s method
- Time stepping methods for dynamical systems

Computational science is now commonly considered a third mode of science, complementing and adding to experimentation/observation and theory. The essence of computational science is numerical algorithms and/or computational mathematics. In fact, substantial effort in computational sciences has been devoted to the development of algorithms, the efficient implementation in programming languages, and validation of computational results. A collection of problems and solutions in computational science can be found in Steeb, Hardy, Hardy and Stoop, 2004.

4.3 Reproducibility and open research computing

The complexity of computational methods is a threat to the reproducibility of research. Jon Claerbout has become prominent for pointing out that reproducible research requires archiving and documenting all raw data and all code used to obtain a result. Nick Barnes, in the Science Code Manifesto, proposed five principles that should be followed when software is used in open science publication. Tomi Kauppinen et al. established and defined Linked Open Science, an approach to interconnect scientific assets to enable transparent, reproducible and transdisciplinary research.

4.4 Journals

Most scientific journals do not accept software papers because a description of a reasonably mature software usually does not meet the criterion of novelty. Outside computer science itself, there are only few journals dedicated to scientific software. Established journals like Elsevier’s Computer Physics Communications publish papers that are not open-access (though the described software usually is). To fill this gap, a new journal entitled Open research computation was announced in 2010. It closed in 2012 without having published a single paper, for a lack of submissions probably due to excessive quality requirements. A new initiative was launched in 2012, the Journal of Open Research Software.

4.5 Education

Scientific computation is most often studied through an applied mathematics or computer science program, or within a standard mathematics, sciences, or engineering program. At some institutions a specialization in scientific computation can be earned as a “minor” within another program (which may be at varying levels). However, there are increasingly many bachelor’s and master’s programs in computational science. Some schools also
offer the Ph.D. in computational science, computational engineering, computational science and engineering, or scientific computation.

There are also programs in areas such as computational physics, computational chemistry, etc.

4.6 Related fields

- Bioinformatics
- Cheminformatics
- Chemometrics
- Computational archaeology
- Computational biology
- Computational chemistry
- Computational economics
- Computational electromagnetics
- Computational engineering
- Computational finance
- Computational fluid dynamics
- Computational forensics
- Computational geophysics
- Computational informatics
- Computational mathematics
- Computational mechanics
- Computational neuroscience
- Computational particle physics
- Computational physics
- Computational sociology
- Computational statistics
- Computer algebra
- Environmental simulation
- Financial modeling
- Geographic information system (GIS)
- High performance computing
- Machine learning
- Network analysis
- Neuroinformatics
- Numerical linear algebra
- Numerical weather prediction
- Pattern recognition
- Scientific visualization

4.7 See also

- Computational science and engineering
- Comparison of computer algebra systems
- List of molecular modeling software
- List of numerical analysis software
- List of statistical packages
- Timeline of scientific computing
- Simulated reality

4.8 References


4.10. EXTERNAL LINKS


4.9 Additional sources

- Journal Computational Methods in Science and Technology (open access), Polish Academy of Sciences
- Journal Computational Science and Discovery, Institute of Physics

4.10 External links

- John von Neumann-Institut for Computing (NIC) at Juelich (Germany)
- The National Center for Computational Science at Oak Ridge National Laboratory
- Educational Materials for Undergraduate Computational Studies
- Computational Science at the National Laboratories
- Bachelor in Computational Science, University of Medellin, Colombia, South America
Chapter 5
Exploratory data analysis

In statistics, exploratory data analysis (EDA) is an approach to analyzing data sets to summarize their main characteristics, often with visual methods. A statistical model can be used or not, but primarily EDA is for seeing what the data can tell us beyond the formal modeling or hypothesis testing task. Exploratory data analysis was promoted by John Tukey to encourage statisticians to explore the data, and possibly formulate hypotheses that could lead to new data collection and experiments. EDA is different from initial data analysis (IDA),\(^1\) which focuses more narrowly on checking assumptions required for model fitting and hypothesis testing, and handling missing values and making transformations of variables as needed. EDA encompasses IDA.

5.1 Overview
Tukey defined data analysis in 1961 as: "[P]rocedures for analyzing data, techniques for interpreting the results of such procedures, ways of planning the gathering of data to make its analysis easier, more precise or more accurate, and all the machinery and results of (mathematical) statistics which apply to analyzing data."\(^2\)

Tukey's championing of EDA encouraged the development of statistical computing packages, especially S at Bell Labs. The S programming language inspired the systems 'S'-PLUS and R. This family of statistical-computing environments featured vastly improved dynamic visualization capabilities, which allowed statisticians to identify outliers, trends and patterns in data that merited further study.

Tukey's EDA was related to two other developments in statistical theory: Robust statistics and nonparametric statistics, both of which tried to reduce the sensitivity of statistical inferences to errors in formulating statistical models. Tukey promoted the use of five number summary of numerical data—the two extremes (maximum and minimum), the median, and the quartiles—because these median and quartiles, being functions of the empirical distribution are defined for all distributions, unlike the mean and standard deviation; moreover, the quartiles and median are more robust to skewed or heavy-tailed distributions than traditional summaries (the mean and standard deviation). The packages S, S-PLUS, and R included routines using resampling statistics, such as Quenouille and Tukey's jackknife and Efron's bootstrap, which are nonparametric and robust (for many problems). Exploratory data analysis, robust statistics, nonparametric statistics, and the development of statistical programming languages facilitated statisticians' work on scientific and engineering problems. Such problems included the fabrication of semiconductors and the understanding of communications networks, which concerned Bell Labs. These statistical developments, all championed by Tukey, were designed to complement the analytic theory of testing statistical hypotheses, particularly the Laplacian tradition's emphasis on exponential families.\(^3\)

5.2 EDA development

![Data science process flowchart](image)

John W. Tukey wrote the book “Exploratory Data Analysis” in 1977.\(^4\) Tukey held that too much emphasis in statistics was placed on statistical hypothesis testing (confirmatory data analysis); more emphasis needed to be placed on using data to suggest hypotheses to test. In particular, he held that confusing the two types of analyses and employing them on the same set of data can lead to systematic bias owing to the issues inherent in testing hypotheses suggested by the data.
5.3 Techniques

There are a number of tools that are useful for EDA, but EDA is characterized more by the attitude taken than by particular techniques. Typical graphical techniques used in EDA are:

- Box plot
- Histogram
- Multi-vari chart
- Run chart
- Pareto chart
- Scatter plot
- Stem-and-leaf plot
- Parallel coordinates
- Odds ratio
- Multidimensional scaling
- Targeted projection pursuit
- Principal component analysis
- Multilinear PCA
- Projection methods such as grand tour, guided tour and manual tour
- Interactive versions of these plots

Typical quantitative techniques are:

- Median polish
- Trimean
- Ordination

5.4 History

Many EDA ideas can be traced back to earlier authors, for example:

- Francis Galton emphasized order statistics and quantiles.
- Arthur Lyon Bowley used precursors of the stemplot and five-number summary (Bowley actually used a "seven-figure summary", including the extremes, deciles and quartiles, along with the median - see his *Elementary Manual of Statistics* (3rd edn., 1920), p. 62 – he defines “the maximum and minimum, median, quartiles and two deciles” as the “seven positions”).
- Andrew Ehrenberg articulated a philosophy of data reduction (see his book of the same name).

The Open University course *Statistics in Society* (MDST 242), took the above ideas and merged them with Gottfried Noether’s work, which introduced statistical inference via coin-tossing and the median test.

5.5 Example

Findings from EDA are often orthogonal to the primary analysis task. This is an example, described in more detail in. The analysis task is to find the variables which best predict the tip that a dining party will give to the waiter. The variables available are tip, total bill, gender, smoking status, time of day, day of the week and size of the party. The analysis task requires that a regression model be fit with either tip or tip rate as the response variable. The fitted model is

\[
\text{tip rate} = 0.18 - 0.01 \times \text{size}
\]

which says that as the size of the dining party increase by one person tip will decrease by 1%. Making plots of the data reveals other interesting features not described by this model.

- Histogram of tips given by customers with bins equal to $1 increments. Distribution of values is skewed right and unimodal, which says that there are few high tips, but lots of low tips.
- Histogram of tips given by customers with bins equal to 10c increments. An interesting phenomenon is visible, peaks in the counts at the full and half-dollar amounts. This corresponds to customers rounding tips. This is a behaviour that is common to other types of purchases too, like gasoline.
- Scatterplot of tips vs bill. We would expect to see a tight positive linear association, but instead see a lot more variation. In particular, there are more points
in the lower right than upper left. Points in the lower right correspond to tips that are lower than expected, and it is clear that more customers are cheap rather than generous.

- Scatterplot of tips vs bill separately by gender and smoking party. Smoking parties have a lot more variability in the tips that they give. Males tend to pay the (few) higher bills, and female non-smokers tend to be very consistent tippers (with the exception of three women).

What is learned from the graphics is different from what could be learned by the modeling. You can say that these pictures help the data tell us a story, that we have discovered some features of tipping that perhaps we didn’t anticipate in advance.

### 5.6 Software

- **GGobi** is a free software for interactive data visualization.
- **CMU-DAP (Carnegie-Mellon University Data Analysis Package, FORTRAN source for EDA tools with English-style command syntax, 1977).**
- **Data Applied**, a comprehensive web-based data visualization and data mining environment.
- **High-D** for multivariate analysis using parallel coordinates.
- **JMP**, an EDA package from SAS Institute.
- **KNIME**Konstanz Information Miner – Open-Source data exploration platform based on Eclipse.
- **Orange**, an open-source data mining software suite.
- **SOCR** provides a large number of free Internet-accessible.
- **TinkerPlots** (for upper elementary and middle school students).
- **Weka** an open source data mining package that includes visualisation and EDA tools such as targeted projection pursuit.

### 5.7 See also

- Anscombe’s quartet, on importance of exploration
- Predictive analytics
- Structured data analysis (statistics)
- Configural frequency analysis

### 5.8 References

2. John Tukey-The Future of Data Analysis-July 1961

### 5.9 Bibliography


### 5.10 External links

- Carnegie Mellon University – free online course on EDA
Chapter 6

Predictive analytics

Predictive analytics encompasses a variety of statistical techniques from modeling, machine learning, and data mining that analyze current and historical facts to make predictions about future, or otherwise unknown, events.\(^1\)\(^2\)

In business, predictive models exploit patterns found in historical and transactional data to identify risks and opportunities. Models capture relationships among many factors to allow assessment of risk or potential associated with a particular set of conditions, guiding decision making for candidate transactions.\(^3\)

The defining functional effect of these technical approaches is that predictive analytics provides a predictive score (probability) for each individual (customer, employee, healthcare patient, product SKU, vehicle, component, machine, or other organizational unit) in order to determine, inform, or influence organizational processes that pertain across large numbers of individuals, such as in marketing, credit risk assessment, fraud detection, manufacturing, healthcare, and government operations including law enforcement.

Predictive analytics is used in actuarial science,\(^4\) marketing,\(^5\) financial services,\(^6\) insurance, telecommunications,\(^7\) retail,\(^8\) travel,\(^9\) healthcare,\(^10\) pharmaceuticals\(^11\) and other fields.

One of the most well known applications is credit scoring,\(^1\) which is used throughout financial services. Scoring models process a customer’s credit history, loan application, customer data, etc., in order to rank-order individuals by their likelihood of making future credit payments on time.

6.1 Definition

Predictive analytics is an area of data mining that deals with extracting information from data and using it to predict trends and behavior patterns. Often the unknown event of interest is in the future, but predictive analytics can be applied to any type of unknown whether it be in the past, present or future. For example, identifying suspects after a crime has been committed, or credit card fraud as it occurs.\(^12\) The core of predictive analytics relies on capturing relationships between explanatory variables and the predicted variables from past occurrences, and exploiting them to predict the unknown outcome. It is important to note, however, that the accuracy and usability of results will depend greatly on the level of data analysis and the quality of assumptions.

Predictive analytics is often defined as predicting at a more detailed level of granularity, i.e., generating predictive scores (probabilities) for each individual organizational element. This distinguishes it from forecasting. For example, “Predictive analytics—Technology that learns from experience (data) to predict the future behavior of individuals in order to drive better decisions.”\(^13\)

6.2 Types

Generally, the term predictive analytics is used to mean predictive modeling, “scoring” data with predictive models, and forecasting. However, people are increasingly using the term to refer to related analytical disciplines, such as descriptive modeling and decision modeling or optimization. These disciplines also involve rigorous data analysis, and are widely used in business for segmentation and decision making, but have different purposes and the statistical techniques underlying them vary.

6.2.1 Predictive models

Predictive models are models of the relation between the specific performance of a unit in a sample and one or more known attributes or features of the unit. The objective of the model is to assess the likelihood that a similar unit in a different sample will exhibit the specific performance. This category encompasses models in many areas, such as marketing, where they seek out subtle data patterns to answer questions about customer performance, or fraud detection models. Predictive models often perform calculations during live transactions, for example, to evaluate the risk or opportunity of a given customer or transaction, in order to guide a decision. With advancements in computing speed, individual agent modeling systems have become capable of simulating human interactions.
6.3. APPLICATIONS

behaviour or reactions to given stimuli or scenarios.

The available sample units with known attributes and known performances is referred to as the “training sample.” The units in other samples, with known attributes but unknown performances, are referred to as “out of [training] sample” units. The out of sample bear no chronological relation to the training sample units. For example, the training sample may consist of literary attributes of writings by Victorian authors, with known attribution, and the out-of sample unit may be newly found writing with unknown authorship: a predictive model may aid in attributing a work to a known author. Another example is given by analysis of blood splatter in simulated crime scenes in which the out of sample unit is the actual blood splatter pattern from a crime scene. The out of sample unit may be from the same time as the training units, from a previous time, or from a future time.

6.2.2 Descriptive models

Descriptive models quantify relationships in data in a way that is often used to classify customers or prospects into groups. Unlike predictive models that focus on predicting a single customer behavior (such as credit risk), descriptive models identify many different relationships between customers or products. Descriptive models do not rank-order customers by their likelihood of taking a particular action the way predictive models do. Instead, descriptive models can be used, for example, to categorize customers by their product preferences and life stage. Descriptive modeling tools can be utilized to develop further models that can simulate large number of individualized agents and make predictions.

6.2.3 Decision models

Decision models describe the relationship between all the elements of a decision — the known data (including results of predictive models), the decision, and the forecast results of the decision — in order to predict the results of decisions involving many variables. These models can be used in optimization, maximizing certain outcomes while minimizing others. Decision models are generally used to develop decision logic or a set of business rules that will produce the desired action for every customer or circumstance.

6.3 Applications

Although predictive analytics can be put to use in many applications, we outline a few examples where predictive analytics has shown positive impact in recent years.

6.3.1 Analytical customer relationship management (CRM)

Analytical Customer Relationship Management is a frequent commercial application of Predictive Analysis. Methods of predictive analysis are applied to customer data to pursue CRM objectives, which involve constructing a holistic view of the customer no matter where their information resides in the company or the department involved. CRM uses predictive analysis in applications for marketing campaigns, sales, and customer services to name a few. These tools are required in order for a company to posture and focus their efforts effectively across the breadth of their customer base. They must analyze and understand the products in demand or have the potential for high demand, predict customers’ buying habits in order to promote relevant products at multiple touch points, and proactively identify and mitigate issues that have the potential to lose customers or reduce their ability to gain new ones. Analytical Customer Relationship Management can be applied throughout the customers' lifecycle (acquisition, relationship growth, retention, and win-back). Several of the application areas described below (direct marketing, cross-sell, customer retention) are part of Customer Relationship Management.
6.3.4 Cross-sell

Often corporate organizations collect and maintain abundant data (e.g. customer records, sale transactions) as exploiting hidden relationships in the data can provide a competitive advantage. For an organization that offers multiple products, predictive analytics can help analyze customers’ spending, usage and other behavior, leading to efficient cross sales, or selling additional products to current customers.[2] This directly leads to higher profitability per customer and stronger customer relationships.

6.3.5 Customer retention

With the number of competing services available, businesses need to focus efforts on maintaining continuous consumer satisfaction, rewarding consumer loyalty and minimizing customer attrition. In addition, small increases in customer retention have been shown to increase profits disproportionately. One study concluded that a 5% increase in customer retention rates will increase profits by 25% to 95%.[14] Businesses tend to respond to customer attrition on a reactive basis, acting only after the customer has initiated the process to terminate service. At this stage, the chance of changing the customer’s decision is almost impossible. Proper application of predictive analytics can lead to a more proactive retention strategy. By a frequent examination of a customer’s past service usage, service performance, spending and other behavior patterns, predictive models can determine the likelihood of a customer terminating service sometime soon.[7] An intervention with lucrative offers can increase the chance of retaining the customer. Silent attrition, the behavior of a customer to slowly but steadily reduce usage, is another problem that many companies face. Predictive analytics can also predict this behavior, so that the company can take proper actions to increase customer activity.

6.3.6 Direct marketing

When marketing consumer products and services, there is the challenge of keeping up with competing products and consumer behavior. Apart from identifying prospects, predictive analytics can also help to identify the most effective combination of product versions, marketing material, communication channels and timing that should be used to target a given consumer. The goal of predictive analytics is typically to lower the cost per order or cost per action.

6.3.7 Fraud detection

Fraud is a big problem for many businesses and can be of various types: inaccurate credit applications, fraudulent transactions (both offline and online), identity thefts and false insurance claims. These problems plague firms of all sizes in many industries. Some examples of likely victims are credit card issuers, insurance companies, retail merchants, manufacturers, business-to-business suppliers and even services providers. A predictive model can help weed out the “bads” and reduce a business’s exposure to fraud.

Predictive modeling can also be used to identify high-risk fraud candidates in business or the public sector. Mark Nigrini developed a risk-scoring method to identify audit targets. He describes the use of this approach to detect fraud in the franchisee sales reports of an international fast-food chain. Each location is scored using 10 predictors. The 10 scores are then weighted to give one final overall risk score for each location. The same scoring approach was also used to identify high-risk check kiting accounts, potentially fraudulent travel agents, and questionable vendors. A reasonably complex model was used to identify fraudulent monthly reports submitted by divisional controllers.[16]

The Internal Revenue Service (IRS) of the United States also uses predictive analytics to mine tax returns and identify tax fraud.[15]

Recent advancements in technology have also introduced predictive behavior analysis for web fraud detection. This type of solution utilizes heuristics in order to study normal web user behavior and detect anomalies indicating fraud attempts.

6.3.8 Portfolio, product or economy-level prediction

Often the focus of analysis is not the consumer but the product, portfolio, firm, industry or even the economy. For example, a retailer might be interested in predicting store-level demand for inventory management purposes. Or the Federal Reserve Board might be interested in predicting the unemployment rate for the next year. These types of problems can be addressed by predictive analytics using time series techniques (see below). They can also be addressed via machine learning approaches which transform the original time series into a feature vector space, where the learning algorithm finds patterns that have predictive power.[17][18]

6.3.9 Risk management

When employing risk management techniques, the results are always to predict and benefit from a future scenario. The Capital asset pricing model (CAP-M) “predicts” the best portfolio to maximize return, Probabilistic Risk Assessment (PRA)—when combined with mini-Delphi Techniques and statistical approaches yields accurate forecasts and RiskAoA is a stand-alone predictive tool.[19] These are three examples of approaches that
can extend from project to market, and from near to long term. Underwriting (see below) and other business approaches identify risk management as a predictive method.

6.3.10 Underwriting

Many businesses have to account for risk exposure due to their different services and determine the cost needed to cover the risk. For example, auto insurance providers need to accurately determine the amount of premium to charge to cover each automobile and driver. A financial company needs to assess a borrower’s potential and ability to pay before granting a loan. For a health insurance provider, predictive analytics can analyze a few years of past medical claims data, as well as lab, pharmacy and other records where available, to predict how expensive an enrollee is likely to be in the future. Predictive analytics can help underwrite these quantities by predicting the chances of illness, default, bankruptcy, etc. Predictive analytics can help streamline the process of custom acquisition by predicting the future risk behavior of a customer using application level data. Predictive analytics in the form of credit scores have reduced the amount of time it takes for loan approvals, especially in the mortgage market where lending decisions are now made in a matter of hours rather than days or even weeks. Proper predictive analytics can lead to proper pricing decisions, which can help mitigate future risk of default.

6.4 Technology and big data influences

Big data is a collection of data sets that are so large and complex that they become awkward to work with using traditional database management tools. The volume, variety and velocity of big data have introduced challenges across the board for capture, storage, search, sharing, analysis, and visualization. Examples of big data sources include web logs, RFID, sensor data, social networks, Internet search indexing, call detail records, military surveillance, and complex data in astronomical, bio-geochemical, genomics, and atmospheric sciences. Big Data is the core of most predictive analytic services offered by IT organizations. Thanks to technological advances in computer hardware — faster CPUs, cheaper memory, and MPP architectures — and new technologies such as Hadoop, MapReduce, and in-database and text analytics for processing big data, it is now feasible to collect, analyze, and mine massive amounts of structured and unstructured data for new insights. Today, exploring big data and using predictive analytics is within reach of more organizations than ever before and new methods that are capable for handling such datasets are proposed.

6.5 Analytical Techniques

The approaches and techniques used to conduct predictive analytics can broadly be grouped into regression techniques and machine learning techniques.

6.5.1 Regression techniques

Regression models are the mainstay of predictive analytics. The focus lies on establishing a mathematical equation as a model to represent the interactions between the different variables in consideration. Depending on the situation, there are a wide variety of models that can be applied while performing predictive analytics. Some of them are briefly discussed below.

Linear regression model

The linear regression model analyzes the relationship between the response or dependent variable and a set of independent or predictor variables. This relationship is expressed as an equation that predicts the response variable as a linear function of the parameters. These parameters are adjusted so that a measure of fit is optimized. Much of the effort in model fitting is focused on minimizing the size of the residual, as well as ensuring that it is randomly distributed with respect to the model predictions.

The goal of regression is to select the parameters of the model so as to minimize the sum of the squared residuals. This is referred to as ordinary least squares (OLS) estimation and results in best linear unbiased estimates (BLUE) of the parameters if and only if the Gauss-Markov assumptions are satisfied.

Once the model has been estimated we would be interested to know if the predictor variables belong in the model – i.e. is the estimate of each variable’s contribution reliable? To do this we can check the statistical significance of the model’s coefficients which can be measured using the t-statistic. This amounts to testing whether the coefficient is significantly different from zero. How well the model predicts the dependent variable based on the value of the independent variables can be assessed by using the R² statistic. It measures predictive power of the model i.e. the proportion of the total variation in the dependent variable that is “explained” (accounted for) by variation in the independent variables.

Discrete choice models

Multivariate regression (above) is generally used when the response variable is continuous and has an unbounded range. Often the response variable may not be continuous but rather discrete. While mathematically it is feasible to apply multivariate regression to discrete ordered dependent variables, some of the assumptions behind the theory
of multivariate linear regression no longer hold, and there are other techniques such as discrete choice models which are better suited for this type of analysis. If the dependent variable is discrete, some of those superior methods are logistic regression, multinomial logit and probit models. Logistic regression and probit models are used when the dependent variable is binary.

**Logistic regression**

For more details on this topic, see logistic regression.

In a classification setting, assigning outcome probabilities to observations can be achieved through the use of a logistic model, which is basically a method which transforms information about the binary dependent variable into an unbounded continuous variable and estimates a regular multivariate model (See Allison’s Logistic Regression for more information on the theory of Logistic Regression). The Wald and likelihood-ratio test are used to test the statistical significance of each coefficient $b$ in the model (analogous to the $t$ tests used in OLS regression; see above). A test assessing the goodness-of-fit of a classification model is the “percentage correctly predicted”.

**Multinomial logistic regression**

An extension of the binary logit model to cases where the dependent variable has more than 2 categories is the multinomial logit model. In such cases collapsing the data into two categories might not make good sense or may lead to loss in the richness of the data. The multinomial logit model is the appropriate technique in these cases, especially when the dependent variable categories are not ordered (for examples colors like red, blue, green). Some authors have extended multinomial regression to include feature selection/importance methods such as Random multinomial logit.

**Probit regression**

Probit models offer an alternative to logistic regression for modeling categorical dependent variables. Even though the outcomes tend to be similar, the underlying distributions are different. Probit models are popular in social sciences like economics.

A good way to understand the key difference between probit and logit models is to assume that there is a latent variable $z$.

We do not observe $z$ but instead observe $y$ which takes the value 0 or 1. In the logit model we assume that $y$ follows a logistic distribution. In the probit model we assume that $y$ follows a standard normal distribution. Note that in social sciences (e.g. economics), probit is often used to model situations where the observed variable $y$ is continuous but takes values between 0 and 1.

**Logit versus probit**

The Probit model has been around longer than the logit model. They behave similarly, except that the logistic distribution tends to be slightly flatter tailed. One of the reasons the logit model was formulated was that the probit model was computationally difficult due to the requirement of numerically calculating integrals. Modern computing however has made this computation fairly simple. The coefficients obtained from the logit and probit model are fairly close. However, the odds ratio is easier to interpret in the logit model.

Practical reasons for choosing the probit model over the logistic model would be:

- There is a strong belief that the underlying distribution is normal
- The actual event is not a binary outcome (e.g., bankruptcy status) but a proportion (e.g., proportion of population at different debt levels).

**Time series models**

Time series models are used for predicting or forecasting the future behavior of variables. These models account for the fact that data points taken over time may have an internal structure (such as autocorrelation, trend or seasonal variation) that should be accounted for. As a result standard regression techniques cannot be applied to time series data and methodology has been developed to decompose the trend, seasonal and cyclical component of the series. Modeling the dynamic path of a variable can improve forecasts since the predictable component of the series can be projected into the future.

Time series models estimate difference equations containing stochastic components. Two commonly used forms of these models are autoregressive models (AR) and moving average (MA) models. The Box-Jenkins methodology (1976) developed by George Box and G.M. Jenkins combines the AR and MA models to produce the ARMA (autoregressive moving average) model which is the cornerstone of stationary time series analysis. ARIMA (autoregressive integrated moving average models) on the other hand are used to describe non-stationary time series. Box and Jenkins suggest differencing a non stationary time series to obtain a stationary series to which an ARMA model can be applied. Non stationary time series have a pronounced trend and do not have a constant long-run mean or variance.

Box and Jenkins proposed a three stage methodology which includes: model identification, estimation and validation. The identification stage involves identifying if
the series is stationary or not and the presence of seasonality by examining plots of the series, autocorrelation and partial autocorrelation functions. In the estimation stage, models are estimated using non-linear time series or maximum likelihood estimation procedures. Finally the validation stage involves diagnostic checking such as plotting the residuals to detect outliers and evidence of model fit.

In recent years time series models have become more sophisticated and attempt to model conditional heteroskedasticity with models such as ARCH (autoregressive conditional heteroskedasticity) and GARCH (generalized autoregressive conditional heteroskedasticity) models frequently used for financial time series. In addition time series models are also used to understand inter-relationships among economic variables represented by systems of equations using VAR (vector autoregression) and structural VAR models.

Survival or duration analysis

Survival analysis is another name for time to event analysis. These techniques were primarily developed in the medical and biological sciences, but they are also widely used in the social sciences like economics, as well as in engineering (reliability and failure time analysis).

Censoring and non-normality, which are characteristic of survival data, generate difficulty when trying to analyze the data using conventional statistical models such as multiple linear regression. The normal distribution, being a symmetric distribution, takes positive as well as negative values, but duration by its very nature cannot be negative and therefore normality cannot be assumed when dealing with duration/survival data. Hence the normality assumption of regression models is violated.

The assumption is that if the data were not censored it would be representative of the population of interest. In survival analysis, censored observations arise whenever the dependent variable of interest represents the time to a terminal event, and the duration of the study is limited in time.

An important concept in survival analysis is the hazard rate, defined as the probability that the event will occur at time \( t \) conditional on surviving until time \( t \). Another concept related to the hazard rate is the survival function which can be defined as the probability of surviving to time \( t \).

Most models try to model the hazard rate by choosing the underlying distribution depending on the shape of the hazard function. A distribution whose hazard function slopes upward is said to have positive duration dependence, a decreasing hazard shows negative duration dependence whereas constant hazard is a process with no memory usually characterized by the exponential distribution. Some of the distributional choices in survival models are: F, gamma, Weibull, log normal, inverse normal, exponential etc. All these distributions are for a non-negative random variable.

Duration models can be parametric, non-parametric or semi-parametric. Some of the models commonly used are Kaplan-Meier and Cox proportional hazard model (non parametric).

Classification and regression trees

Main article: decision tree learning

Globally-optimal classification tree analysis (GO-CTA) (also called hierarchical optimal discriminant analysis) is a generalization of optimal discriminant analysis that may be used to identify the statistical model that has maximum accuracy for predicting the value of a categorical dependent variable for a dataset consisting of categorical and continuous variables. The output of HODA is a non-orthogonal tree that combines categorical variables and cut points for continuous variables that yields maximum predictive accuracy, an assessment of the exact Type I error rate, and an evaluation of potential cross-generalizability of the statistical model. Hierarchical optimal discriminant analysis may be thought of as a generalization of Fisher’s linear discriminant analysis. Optimal discriminant analysis is an alternative to ANOVA (analysis of variance) and regression analysis, which attempt to express one dependent variable as a linear combination of other features or measurements. However, ANOVA and regression analysis give a dependent variable that is a numerical variable, while hierarchical optimal discriminant analysis gives a dependent variable that is a class variable.

Classification and regression trees (CART) are a non-parametric decision tree learning technique that produces either classification or regression trees, depending on whether the dependent variable is categorical or numeric, respectively.

Decision trees are formed by a collection of rules based on variables in the modeling data set:

- Rules based on variables’ values are selected to get the best split to differentiate observations based on the dependent variable
- Once a rule is selected and splits a node into two, the same process is applied to each “child” node (i.e. it is a recursive procedure)
- Splitting stops when CART detects no further gain can be made, or some pre-set stopping rules are met. (Alternatively, the data are split as much as possible and then the tree is later pruned.)

Each branch of the tree ends in a terminal node. Each observation falls into one and exactly one terminal node,
and each terminal node is uniquely defined by a set of rules.

A very popular method for predictive analytics is Leo Breiman’s Random forests or derived versions of this technique like Random multinomial logit.

**Multivariate adaptive regression splines**

Multivariate adaptive regression splines (MARS) is a non-parametric technique that builds flexible models by fitting piecewise linear regressions.

An important concept associated with regression splines is that of a knot. Knot is where one local regression model gives way to another and thus is the point of intersection between two splines.

In multivariate and adaptive regression splines, basis functions are the tool used for generalizing the search for knots. Basis functions are a set of functions used to represent the information contained in one or more variables. Multivariate and Adaptive Regression Splines model almost always creates the basis functions in pairs.

Multivariate and adaptive regression spline approach deliberately overfits the model and then prunes to get to the optimal model. The algorithm is computationally very intensive and in practice we are required to specify an upper limit on the number of basis functions.

### 6.5.2 Machine learning techniques

Machine learning, a branch of artificial intelligence, was originally employed to develop techniques to enable computers to learn. Today, since it includes a number of advanced statistical methods for regression and classification, it finds application in a wide variety of fields including medical diagnostics, credit card fraud detection, face and speech recognition and analysis of the stock market. In certain applications it is sufficient to directly perform binary classifications and regression estimations. They are learning machines that are able to model complex functions. They can be applied to problems of prediction, classification or control in a wide spectrum of fields such as finance, cognitive psychology/neuroscience, medicine, engineering, and physics.

Neural networks are used when the exact nature of the relationship between inputs and output is not known. A key feature of neural networks is that they learn the relationship between inputs and output through training. There are three types of training in neural networks used by different networks, supervised and unsupervised training, reinforcement learning, with supervised being the most common one.

Some examples of neural network training techniques are backpropagation, quick propagation, conjugate gradient descent, projection operator, Delta-Bar-Delta etc. Some unsupervised network architectures are multilayer perceptrons, Kohonen networks, Hopfield networks, etc.

**Multilayer Perceptron (MLP)**

The Multilayer Perceptron (MLP) consists of an input and an output layer with one or more hidden layers of nonlinearity-activating nodes or sigmoid nodes. This is determined by the weight vector and it is necessary to adjust the weights of the network. The backpropagation employs gradient fall to minimize the squared error between the network output values and desired values for those outputs. The weights adjusted by an iterative process of repetitive present of attributes. Small changes in the weight to get the desired values are done by the process called training the net and is done by the training set (learning rule).

**Radial basis functions**

A radial basis function (RBF) is a function which has built into it a distance criterion with respect to a center. Such functions can be used very efficiently for interpolation and for smoothing of data. Radial basis functions have been applied in the area of neural networks where they are used as a replacement for the sigmoidal transfer function. Such networks have 3 layers, the input layer, the hidden layer with the RBF non-linearity and a linear output layer. The most popular choice for the non-linearity is the Gaussian. RBF networks have the advantage of not being locked into local minima as do the feed-forward networks such as the multilayer perceptron.

**Support vector machines**

Support Vector Machines (SVM) are used to detect and exploit complex patterns in data by clustering, classifying and ranking the data. They are learning machines that are used to perform binary classifications and regression estimations. They commonly use kernel based methods to apply linear classification techniques to non-linear classi-
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Historically, using predictive analytics tools—as well as understanding the results they delivered—required advanced skills. However, modern predictive analytics tools are no longer restricted to IT specialists. As more organizations adopt predictive analytics into decision-making processes and integrate it into their operations, they are creating a shift in the market toward business users as the primary consumers of the information. Business users want tools they can use on their own. Vendors are responding by creating new software that removes the mathematical complexity, provides user-friendly graphic interfaces and/or builds in short cuts that can, for example, recognize the kind of data available and suggest an appropriate predictive model.[23] Predictive analytics tools have become sophisticated enough to adequately present and dissect data problems, so that any data-savvy information worker can utilize them to analyze data and retrieve meaningful, useful results.[2] For example, modern tools present findings using simple charts, graphs, and scores that indicate the likelihood of possible outcomes.[24]

There are numerous tools available in the marketplace that help with the execution of predictive analytics. These range from those that need very little user sophistication to those that are designed for the expert practitioner. The difference between these tools is often in the level of customization and heavy data lifting allowed.

Notable open source predictive analytic tools include:

- scikit-learn
- KNIME
- OpenNN
- Orange
- R
- Weka
- GNU Octave
- Apache Mahout

Notable commercial predictive analytic tools include:

- Alpine Data Labs
- BIRT Analytics
- Angoss KnowledgeSTUDIO
- IBM SPSS Statistics and IBM SPSS Modeler
- KXEN Modeler
- Mathematica
- MATLAB
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• Minitab
• Neural Designer
• Oracle Data Mining (ODM)
• Pervasive
• Predixion Software
• RapidMiner
• RCASE
• Revolution Analytics
• SAP
• SAS and SAS Enterprise Miner
• STATA
• STATISTICA
• TIBCO

The most popular commercial predictive analytics software packages according to the Rexer Analytics Survey for 2013 are IBM SPSS Modeler, SAS Enterprise Miner, and Dell Statistica <http://www.rexeranalytics.com/Data-Miner-Survey-2013-Intro.html>

6.6.1 PMML

In an attempt to provide a standard language for expressing predictive models, the Predictive Model Markup Language (PMML) has been proposed. Such an XML-based language provides a way for the different tools to define predictive models and to share these between PMML compliant applications. PMML 4.0 was released in June, 2009.

6.7 Criticism

There are plenty of skeptics when it comes to computers and algorithms abilities to predict the future, including Gary King, a professor from Harvard University and the director of the Institute for Quantitative Social Science. [25] People are influenced by their environment in innumerable ways. Trying to understand what people will do next assumes that all the influential variables can be known and measured accurately. "People’s environments change even more quickly than they themselves do. Everything from the weather to their relationship with their mother can change the way people think and act. All of those variables are unpredictable. How they will impact a person is even less predictable. If put in the exact same situation tomorrow, they may make a completely different decision. This means that a statistical prediction is only valid in sterile laboratory conditions, which suddenly isn’t as useful as it seemed before." [26]

6.8 See also

• Criminal Reduction Utilising Statistical History
• Data mining
• Learning analytics
• Odds algorithm
• Pattern recognition
• Prescriptive analytics
• Predictive modeling
• RiskAoA a predictive tool for discriminating future decisions.

6.9 References

6.10 Further reading

Chapter 7

Business intelligence

Business intelligence (BI) is the set of techniques and tools for the transformation of raw data into meaningful and useful information for business analysis purposes. BI technologies are capable of handling large amounts of unstructured data to help identify, develop and otherwise create new strategic business opportunities. The goal of BI is to allow for the easy interpretation of these large volumes of data. Identifying new opportunities and implementing an effective strategy based on insights can provide businesses with a competitive market advantage and long-term stability.[1]

BI technologies provide historical, current and predictive views of business operations. Common functions of business intelligence technologies are reporting, online analytical processing, analytics, data mining, process mining, complex event processing, business performance management, benchmarking, text mining, predictive analytics and prescriptive analytics.

BI can be used to support a wide range of business decisions ranging from operational to strategic. Basic operating decisions include product positioning or pricing. Strategic business decisions include priorities, goals and directions at the broadest level. In all cases, BI is most effective when it combines data derived from the market in which a company operates (external data) with data from company sources internal to the business such as financial and operations data (internal data). When combined, external and internal data can provide a more complete picture which, in effect, creates an “intelligence” that cannot be derived by any singular set of data.[2]

7.1 Components

Business intelligence is made up of an increasing number of components including:

- Multidimensional aggregation and allocation
- Denormalization, tagging and standardization
- Realtime reporting with analytical alert
- A method of interfacing with unstructured data sources
- Group consolidation, budgeting and rolling forecasts
- Statistical inference and probabilistic simulation
- Key performance indicators optimization
- Version control and process management
- Open item management

7.2 History

The term “Business Intelligence” was originally coined by Richard Millar Devens’ in the ‘Cyclopædia of Commercial and Business Anecdotes’ from 1865. Devens used the term to describe how the banker, Sir Henry Furnese, gained profit by receiving and acting upon information about his environment, prior to his competitors. “Throughout Holland, Flanders, France, and Germany, he maintained a complete and perfect train of business intelligence. The news of the many battles fought was thus received first by him, and the fall of Namur added to his profits, owing to his early receipt of the news.” (Devens, 1865, p. 210). The ability to collect and react accordingly based on the information retrieved, an ability that Furnese excelled in, is today still at the very heart of BI.[3]

In a 1958 article, IBM researcher Hans Peter Luhn used the term business intelligence. He employed the Webster’s dictionary definition of intelligence: “the ability to apprehend the interrelationships of presented facts in such a way as to guide action towards a desired goal.”[4]

Business intelligence as it is understood today is said to have evolved from the decision support systems (DSS) that began in the 1960s and developed throughout the mid-1980s. DSS originated in the computer-aided models created to assist with decision making and planning. From DSS, data warehouses, Executive Information Systems, OLAP and business intelligence came into focus beginning in the late 80s.

In 1988, an Italian-Dutch-French-English consortium organized an international meeting on the Multiway Data Analysis in Rome.[5] The ultimate goal is to reduce the multiple dimensions down to one or two (by detecting
the patterns within the data) that can then be presented to human decision-makers.

In 1989, Howard Dresner (later a Gartner Group analyst) proposed “business intelligence” as an umbrella term to describe “concepts and methods to improve business decision making by using fact-based support systems.”[6] It was not until the late 1990s that this usage was widespread.[7]

7.3 Data warehousing

Often BI applications use data gathered from a data warehouse (DW) or from a data mart, and the concepts of BI and DW sometimes combine as “BI/DW”[8] or as “BIDW”. A data warehouse contains a copy of analytical data that facilitates decision support. However, not all data warehouses serve for business intelligence, nor do all business intelligence applications require a data warehouse.

To distinguish between the concepts of business intelligence and data warehouses, Forrester Research defines business intelligence in one of two ways:

1. Using a broad definition: “Business Intelligence is a set of methodologies, processes, architectures, and technologies that transform raw data into meaningful and useful information used to enable more effective strategic, tactical, and operational insights and decision-making.”[9] Under this definition, business intelligence also includes technologies such as data integration, data quality, data warehousing, master-data management, text- and content-analytics, and many others that the market sometimes lumps into the “Information Management” segment. Therefore, Forrester refers to data preparation and data usage as two separate but closely linked segments of the business-intelligence architectural stack.

2. Forrester defines the narrower business-intelligence market as, "...referring to just the top layers of the BI architectural stack such as reporting, analytics and dashboards."[10]

7.4 Comparison with competitive intelligence

Though the term business intelligence is sometimes a synonym for competitive intelligence (because they both support decision making), BI uses technologies, processes, and applications to analyze mostly internal, structured data and business processes while competitive intelligence gathers, analyzes and disseminates information with a topical focus on company competitors. If understood broadly, business intelligence can include the subset of competitive intelligence.[11]

7.5 Comparison with business analytics

Business intelligence and business analytics are sometimes used interchangeably, but there are alternate definitions.[12] One definition contrasts the two, stating that the term business intelligence refers to collecting business data to find information primarily through asking questions, reporting, and online analytical processes. Business analytics, on the other hand, uses statistical and quantitative tools for explanatory and predictive modeling.[13]

In an alternate definition, Thomas Davenport, professor of information technology and management at Babson College argues that business intelligence should be divided into querying, reporting, Online analytical processing (OLAP), an “alerts” tool, and business analytics. In this definition, business analytics is the subset of BI focusing on statistics, prediction, and optimization, rather than the reporting functionality.[14]

7.6 Applications in an enterprise

Business intelligence can be applied to the following business purposes, in order to drive business value.

1. Measurement – program that creates a hierarchy of performance metrics (see also Metrics Reference Model) and benchmarking that informs business leaders about progress towards business goals (business process management).

2. Analytics – program that builds quantitative processes for a business to arrive at optimal decisions and to perform business knowledge discovery. Frequently involves: data mining, process mining, statistical analysis, predictive analytics, predictive modeling, business process modeling, data lineage, complex event processing and prescriptive analytics.

3. Reporting/enterprise reporting – program that builds infrastructure for strategic reporting to serve the strategic management of a business, not operational reporting. Frequently involves data visualization, executive information system and OLAP.

4. Collaboration/collaboration platform – program that gets different areas (both inside and outside the business) to work together through data sharing and electronic data interchange.
5. Knowledge management – program to make the company data-driven through strategies and practices to identify, create, represent, distribute, and enable adoption of insights and experiences that are true business knowledge. Knowledge management leads to learning management and regulatory compliance.

In addition to the above, business intelligence can provide a pro-active approach, such as alert functionality that immediately notifies the end-user if certain conditions are met. For example, if some business metric exceeds a pre-defined threshold, the metric will be highlighted in standard reports, and the business analyst may be alerted via e-mail or another monitoring service. This end-to-end process requires data governance, which should be handled by the expert.

7.7 Prioritization of projects

It can be difficult to provide a positive business case for business intelligence initiatives, and often the projects must be prioritized through strategic initiatives. BI projects can attain higher prioritization within the organization if managers consider the following:

- As described by Kimball[15] the BI manager must determine the tangible benefits such as eliminated cost of producing legacy reports.

- Data access for the entire organization must be enforced.[16] In this way even a small benefit, such as a few minutes saved, makes a difference when multiplied by the number of employees in the entire organization.

- As described by Ross, Weil & Roberson for Enterprise Architecture,[17] managers should also consider letting the BI project be driven by other business initiatives with excellent business cases. To support this approach, the organization must have enterprise architects who can identify suitable business projects.

- Using a structured and quantitative methodology to create defensible prioritization in line with the actual needs of the organization, such as a weighted decision matrix.[18]

7.8 Success factors of implementation

According to Kimball et al., there are three critical areas that organizations should assess before getting ready to do a BI project.[19]

- The level of commitment and sponsorship of the project from senior management
- The level of business need for creating a BI implementation
- The amount and quality of business data available.

7.8.1 Business sponsorship

The commitment and sponsorship of senior management is according to Kimball et al., the most important criteria for assessment.[20] This is because having strong management backing helps overcome shortcomings elsewhere in the project. However, as Kimball et al. state: “even the most elegantly designed DW/BI system cannot overcome a lack of business [management] sponsorship”. [21]

It is important that personnel who participate in the project have a vision and an idea of the benefits and drawbacks of implementing a BI system. The best business sponsor should have organizational clout and should be well connected within the organization. It is ideal that the business sponsor is demanding but also able to be realistic and supportive if the implementation runs into delays or drawbacks. The management sponsor also needs to be able to assume accountability and to take responsibility for failures and setbacks on the project. Support from multiple members of the management ensures the project does not fail if one person leaves the steering group. However, having many managers work together on the project can also mean that there are several different interests that attempt to pull the project in different directions, such as if different departments want to put more emphasis on their usage. This issue can be countered by an early and specific analysis of the business areas that benefit the most from the implementation. All stakeholders in the project should participate in this analysis in order for them to feel invested in the project and to find common ground.

Another management problem that may be encountered before the start of an implementation is an overly aggressive business sponsor. Problems of scope creep occur when the sponsor requests data sets that were not specified in the original planning phase.

7.8.2 Business needs

Because of the close relationship with senior management, another critical thing that must be assessed before the project begins is whether or not there is a business need and whether there is a clear business benefit by doing the implementation.[22] The needs and benefits of the implementation are sometimes driven by competition and the need to gain an advantage in the market. Another reason for a business-driven approach to implementation of BI is the acquisition of other organizations that enlarge the original organization it can sometimes be beneficial to implement DW or BI in order to create more oversight.
Companies that implement BI are often large, multinational organizations with diverse subsidiaries. A well-designed BI solution provides a consolidated view of key business data not available anywhere else in the organization, giving management visibility and control over measures that otherwise would not exist.

### 7.8.3 Amount and quality of available data

Without proper data, or with too little quality data, any BI implementation fails; it does not matter how good the management sponsorship or business-driven motivation is. Before implementation it is a good idea to do data profiling. This analysis identifies the “content, consistency and structure […]” of the data. This should be done as early as possible in the process and if the analysis shows that data is lacking, put the project on hold temporarily while the IT department figures out how to properly collect data.

When planning for business data and business intelligence requirements, it is always advisable to consider specific scenarios that apply to a particular organization, and then select the business intelligence features best suited for the scenario.

Often, scenarios revolve around distinct business processes, each built on one or more data sources. These sources are used by features that present that data as information to knowledge workers, who subsequently act on that information. The business needs of the organization for each business process adopted correspond to the essential steps of business intelligence. These essential steps of business intelligence include but are not limited to:

1. Go through business data sources in order to collect needed data
2. Convert business data to information and present appropriately
3. Query and analyze data
4. Act on the collected data

The **quality aspect** in business intelligence should cover all the process from the source data to the final reporting. At each step, the **quality gates** are different:

1. **Source Data:**
   - Data Standardization: make data comparable (same unit, same pattern...)
   - Master Data Management: unique referential
2. **Operational Data Store (ODS):**
   - Data Cleansing: detect & correct inaccurate data

### 7.9 User aspect

Some considerations must be made in order to successfully integrate the usage of business intelligence systems in a company. Ultimately the BI system must be accepted and utilized by the users in order for it to add value to the organization. If the usability of the system is poor, the users may become frustrated and spend a considerable amount of time figuring out how to use the system or may not be able to really use the system. If the system does not add value to the users’ mission, they simply don’t use it.

To increase user acceptance of a BI system, it can be advisable to consult business users at an early stage of the DW/BI lifecycle, for example at the requirements gathering phase. This can provide an insight into the business process and what the users need from the BI system. There are several methods for gathering this information, such as questionnaires and interview sessions.

When gathering the requirements from the business users, the local IT department should also be consulted in order to determine to which degree it is possible to fulfill the business’s needs based on the available data. Taking a user-centered approach throughout the design and development stage may further increase the chance of rapid user adoption of the BI system.

Besides focusing on the user experience offered by the BI applications, it may also possibly motivate the users to utilize the system by adding an element of competition. Kimball suggests implementing a function on the Business Intelligence portal website where reports on system usage can be found. By doing so, managers can see how well their departments are doing and compare themselves to others and this may spur them to encourage their staff to utilize the BI system even more.
In a 2007 article, H. J. Watson gives an example of how the competitive element can act as an incentive. Watson describes how a large call centre implemented performance dashboards for all call agents, with monthly incentive bonuses tied to performance metrics. Also, agents could compare their performance to other team members. The implementation of this type of performance measurement and competition significantly improved agent performance.

BI chances of success can be improved by involving senior management to help make BI a part of the organizational culture, and by providing the users with necessary tools, training, and support. Training encourages more people to use the BI application.

Providing user support is necessary to maintain the BI system and resolve user problems. User support can be incorporated in many ways, for example by creating a website. The website should contain great content and tools for finding the necessary information. Furthermore, helpdesk support can be used. The help desk can be manned by power users or the DW/BI project team.

### 7.10 BI Portals

A Business Intelligence portal (BI portal) is the primary access interface for Data Warehouse (DW) and Business Intelligence (BI) applications. The BI portal is the user’s first impression of the DW/BI system. It is typically a browser application, from which the user has access to all the individual services of the DW/BI system, reports and other analytical functionality. The BI portal must be implemented in such a way that it is easy for the users of the DW/BI application to call on the functionality of the application.

The BI portal’s main functionality is to provide a navigation system of the DW/BI application. This means that the portal has to be implemented in a way that the user has access to all the functions of the DW/BI application.

The most common way to design the portal is to custom fit it to the business processes of the organization for which the DW/BI application is designed, in that way the portal can best fit the needs and requirements of its users.

The BI portal needs to be easy to use and understand, and if possible have a look and feel similar to other applications or web content of the organization. This means that the portal has to be implemented in a way that makes it easy for the user to use its functionality and encourage them to use the portal. Scalability and customization give the user the means to fit the portal to each user.

### Value Oriented

It is important that the user has the feeling that the DW/BI application is a valuable resource that is worth working on.

### 7.11 Marketplace

There are a number of business intelligence vendors, often categorized into the remaining independent “pure-play” vendors and consolidated “megavendors” that have entered the market through a recent trend of acquisitions in the BI industry. The business intelligence market is gradually growing. In 2012 business intelligence services brought in $13.1 billion in revenue.

Some companies adopting BI software decide to pick and choose from different product offerings (best-of-breed) rather than purchase one comprehensive integrated solution (full-service).

### 7.11.1 Industry-specific

Specific considerations for business intelligence systems have to be taken in some sectors such as governmental banking regulations. The information collected by banking institutions and analyzed with BI software must be protected from some groups or individuals, while being fully available to other groups or individuals. Therefore, BI solutions must be sensitive to those needs and be flexible enough to adapt to new regulations and changes to existing law.

### 7.12 Semi-structured or unstructured data

Businesses create a huge amount of valuable information in the form of e-mails, memos, notes from callcenters, news, user groups, chats, reports, web-pages, presentations, image-files, video-files, and marketing material and news. According to Merrill Lynch, more than 85% of all business information exists in these forms. These information types are called either semi-structured or unstructured data. However, organizations often only use these documents once.
The management of semi-structured data is recognized as a major unsolved problem in the information technology industry.\[^{34}\] According to projections from Gartner (2003), white collar workers spend anywhere from 30 to 40 percent of their time searching, finding and assessing unstructured data. BI uses both structured and unstructured data, but the former is easy to search, and the latter contains a large quantity of the information needed for analysis and decision making.\[^{34}\[^{35}\] Because of the difficulty of properly searching, finding and assessing unstructured or semi-structured data, organizations may not draw upon these vast reservoirs of information, which could influence a particular decision, task or project. This can ultimately lead to poorly informed decision making.\[^{33}\]

Therefore, when designing a business intelligence/DW-solution, the specific problems associated with semi-structured and unstructured data must be accommodated for as well as those for the structured data.\[^{35}\]

### 7.12.1 Unstructured data vs. semi-structured data

Unstructured and semi-structured data have different meanings depending on their context. In the context of relational database systems, unstructured data cannot be stored in predictably ordered columns and rows. One type of unstructured data is typically stored in a BLOB (binary large object), a catch-all data type available in most relational database management systems. Unstructured data may also refer to irregularly or randomly repeated column patterns that vary from row to row within each file or document.

Many of these data types, however, like e-mails, word processing text files, PPTs, image-files, and video-files conform to a standard that offers the possibility of metadata. Metadata can include information such as author and time of creation, and this can be stored in a relational database. Therefore, it may be more accurate to talk about this as semi-structured documents or data,\[^{34}\] but no specific consensus seems to have been reached.

Unstructured data can also simply be the knowledge that business users have about future business trends. Business forecasting naturally aligns with the BI system because business users think of their business in aggregate terms. Capturing the business knowledge that may only exist in the minds of business users provides some of the most important data points for a complete BI solution.

### 7.12.2 Problems with semi-structured or unstructured data

There are several challenges to developing BI with semi-structured data. According to Inmon & Nesavich,\[^{36}\] some of those are:

1. Physically accessing unstructured textual data – unstructured data is stored in a huge variety of formats.
2. Terminology – Among researchers and analysts, there is a need to develop a standardized terminology.
3. Volume of data – As stated earlier, up to 85% of all data exists as semi-structured data. Couple that with the need for word-to-word and semantic analysis.
4. Searchability of unstructured textual data – A simple search on some data, e.g. apple, results in links where there is a reference to that precise search term. (Inmon & Nesavich, 2008)\[^{36}\] gives an example: “a search is made on the term felony. In a simple search, the term felony is used, and everywhere there is a reference to felony, a hit to an unstructured document is made. But a simple search is crude. It does not find references to crime, arson, murder, embezzlement, vehicular homicide, and such, even though these crimes are types of felonies.”

### 7.12.3 The use of metadata

To solve problems with searchability and assessment of data, it is necessary to know something about the content. This can be done by adding context through the use of metadata.\[^{33}\] Many systems already capture some metadata (e.g. filename, author, size, etc.), but more useful would be metadata about the actual content – e.g. summaries, topics, people or companies mentioned. Two technologies designed for generating metadata about content are automatic categorization and information extraction.

### 7.13 Future

A 2009 paper predicted\[^{37}\] these developments in the business intelligence market:

- Because of lack of information, processes, and tools, through 2012, more than 35 percent of the top 5,000 global companies regularly fail to make insightful decisions about significant changes in their business and markets.
- By 2012, business units will control at least 40 percent of the total budget for business intelligence.
- By 2012, one-third of analytic applications applied to business processes will be delivered through coarse-grained application mashups.

A 2009 Information Management special report predicted the top BI trends: "green computing, social networking services, data visualization, mobile BI,
predictive analytics, composite applications, cloud computing and multitouch.\textsuperscript{[38]} Research undertaken in 2014 indicated that employees are more likely to have access to, and more likely to engage with, cloud-based BI tools than traditional tools.\textsuperscript{[39]}

Other business intelligence trends include the following:

- Third party SOA-BI products increasingly address ETL issues of volume and throughput.
- Companies embrace in-memory processing, 64-bit processing, and pre-packaged analytic BI applications.
- Operational applications have callable BI components, with improvements in response time, scaling, and concurrency.
- Near or real time BI analytics is a baseline expectation.
- Open source BI software replaces vendor offerings.

Other lines of research include the combined study of business intelligence and uncertain data.\textsuperscript{[40][41]} In this context, the data used is not assumed to be precise, accurate and complete. Instead, data is considered uncertain and therefore this uncertainty is propagated to the results produced by BI.

According to a study by the Aberdeen Group, there has been increasing interest in Software-as-a-Service (SaaS) business intelligence over the past years, with twice as many organizations using this deployment approach as one year ago – 15% in 2009 compared to 7% in 2008.\textsuperscript{[42]}

An article by InfoWorld’s Chris Kanaracus points out similar growth data from research firm IDC, which predicts the SaaS BI market will grow 22 percent each year through 2013 thanks to increased product sophistication, strained IT budgets, and other factors.\textsuperscript{[43]}

An analysis of top 100 Business Intelligence and Analytics scores and ranks the firms based on several open variables\textsuperscript{[44]}

### 7.14 See also

- Accounting intelligence
- Analytic applications
- Artificial intelligence marketing
- Business Intelligence 2.0
- Business process discovery
- Business process management
- Business activity monitoring
- Business service management
- Customer dynamics
- Data Presentation Architecture
- Data visualization
- Decision engineering
- Enterprise planning systems
- Document intelligence
- Integrated business planning
- Location intelligence
- Media intelligence
- Meteorological intelligence
- Mobile business intelligence
- Multiway Data Analysis
- Operational intelligence
- Business Information Systems
- Business intelligence tools
- Process mining
- Real-time business intelligence
- Runtime intelligence
- Sales intelligence
- Spend management
- Test and learn
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Chapter 8

Analytics

For the ice hockey term, see Analytics (ice hockey).

Analytics is the discovery and communication of meaningful patterns in data. Especially valuable in areas rich with recorded information, analytics relies on the simultaneous application of statistics, computer programming and operations research to quantify performance. Analytics often favors data visualization to communicate insight.

Firms may commonly apply analytics to business data, to describe, predict, and improve business performance. Specifically, areas within analytics include predictive analytics, enterprise decision management, retail analytics, store assortment and stock-keeping unit optimization, marketing optimization and marketing mix modeling, web analytics, sales force sizing and optimization, price and promotion modeling, predictive science, credit risk analysis, and fraud analytics. Since analytics can require extensive computation (see big data), the algorithms and software used for analytics harness the most current methods in computer science, statistics, and mathematics.[1]

8.1 Analytics vs. analysis

Analytics is a multidimensional discipline. There is extensive use of mathematics and statistics, the use of descriptive techniques and predictive models to gain valuable knowledge from data—data analysis. The insights from data are used to recommend action or to guide decision making rooted in business context. Thus, analytics is not so much concerned with individual analyses or analysis steps, but with the entire methodology. There is a pronounced tendency to use the term analytics in business settings e.g. text analytics vs. the more generic text mining to emphasize this broader perspective. There is an increasing use of the term advanced analytics, typically used to describe the technical aspects of analytics, especially in the emerging fields such as the use of machine learning techniques like neural networks to do predictive modeling.

8.2 Examples

8.2.1 Marketing optimization

Marketing has evolved from a creative process into a highly data-driven process. Marketing organizations use analytics to determine the outcomes of campaigns or efforts and to guide decisions for investment and consumer targeting. Demographic studies, customer segmentation, conjoint analysis and other techniques allow marketers to use large amounts of consumer purchase, survey and panel data to understand and communicate marketing strategy.

Web analytics allows marketers to collect session-level information about interactions on a website using an operation called sessionization. Google Analytics is an example of a popular free analytics tools that marketers use for this purpose. Those interactions provide the web analytics information systems with the information to track the referrer, search keywords, IP address, and activities of the visitor. With this information, a marketer can improve the marketing campaigns, site creative content, and information architecture.

Analysis techniques frequently used in marketing include marketing mix modeling, pricing and promotion analyses, sales force optimization, customer analytics e.g.: segmentation. Web analytics and optimization of web sites and online campaigns now frequently work hand in hand with the more traditional marketing analysis techniques. A focus on digital media has slightly changed the vocabulary so that marketing mix modeling is commonly referred to as attribution modeling in the digital or Marketing mix modeling context.

These tools and techniques support both strategic marketing decisions (such as how much overall to spend on marketing and how to allocate budgets across a portfolio of brands and the marketing mix) and more tactical campaign support in terms of targeting the best potential customer with the optimal message in the most cost effective medium at the ideal time.
8.2.2 Portfolio analysis

A common application of business analytics is portfolio analysis. In this, a bank or lending agency has a collection of accounts of varying value and risk. The accounts may differ by the social status (wealthy, middle-class, poor, etc.) of the holder, the geographical location, its net value, and many other factors. The lender must balance the return on the loan with the risk of default for each loan. The question is then how to evaluate the portfolio as a whole.

The least risk loan may be to the very wealthy, but there are a very limited number of wealthy people. On the other hand, there are many poor that can be lent to, but at greater risk. Some balance must be struck that maximizes return and minimizes risk. The analytics solution may combine time series analysis with many other issues in order to make decisions on when to lend money to these different borrower segments, or decisions on the interest rate charged to members of a portfolio segment to cover any losses among members in that segment.

8.2.3 Risk analytics

Predictive models in the banking industry are developed to bring certainty across the risk scores for individual customers. Credit scores are built to predict individual’s delinquency behaviour and widely used to evaluate the credit worthiness of each applicant. Furthermore, risk analyses are carried out in the scientific world and the insurance industry.

8.2.4 Digital analytics

Digital analytics is a set of business and technical activities that define, create, collect, verify or transform digital data into reporting, research, analyses, recommendations, optimizations, predictions, and automations.[5]

8.2.5 Security analytics

Security analytics refers to information technology (IT) solutions that gather and analyze security events to bring situational awareness and enable IT staff to understand and analyze events that pose the greatest risk.[3] Solutions in this area include Security information and event management solutions and user behavior analytics solutions.

8.2.6 Software analytics

Main article: Software analytics

Software analytics is the process of collecting information about the way a piece of software is used and produced.

8.3 Challenges

In the industry of commercial analytics software, an emphasis has emerged on solving the challenges of analyzing massive, complex data sets, often when such data is in a constant state of change. Such data sets are commonly referred to as big data. Whereas once the problems posed by big data were only found in the scientific community, today big data is a problem for many businesses that operate transactional systems online and, as a result, amass large volumes of data quickly.[4]

The analysis of unstructured data types is another challenge getting attention in the industry. Unstructured data differs from structured data in that its format varies widely and cannot be stored in traditional relational databases without significant effort at data transformation.[5] Sources of unstructured data, such as email, the contents of word processor documents, PDFs, geospatial data, etc., are rapidly becoming a relevant source of business intelligence for businesses, governments and universities.[6] For example, in Britain the discovery that one company was illegally selling fraudulent doctor’s notes in order to assist people in defrauding employers and insurance companies,[17] is an opportunity for insurance firms to increase the vigilance of their unstructured data analysis. The McKinsey Global Institute estimates that big data analysis could save the American health care system $300 billion per year and the European public sector €250 billion.[8]

These challenges are the current inspiration for much of the innovation in modern analytics information systems, giving birth to relatively new machine analysis concepts such as complex event processing, full text search and analysis, and even new ideas in presentation.[9] One such innovation is the introduction of grid-like architecture in machine analysis, allowing increases in the speed of massively parallel processing by distributing the workload to many computers all with equal access to the complete data set.[10]

Analytics is increasingly used in education, particularly at the district and government office levels. However, the complexity of student performance measures presents challenges when educators try to understand and use analytics to discern patterns in student performance, predict graduation likelihood, improve chances of student success, etc. For example, in a study involving districts known for strong data use, 48% of teachers had difficulty posing questions prompted by data, 36% did not comprehend given data, and 52% incorrectly interpreted data.[11] To combat this, some analytics tools for educators adhere to an over-the-counter data format (embedding labels, supplemental documentation, and a help system, and making key package/display and content decisions) to improve educators’ understanding and use of the analytics being displayed.[12] One more emerging challenge is dynamic regulatory
needs. For example, in the banking industry, Basel III and future capital adequacy needs are likely to make even smaller banks adopt internal risk models. In such cases, cloud computing and open source R (programming language) can help smaller banks to adopt risk analytics and support branch level monitoring by applying predictive analytics.

8.4 Risks

The main risk for the people is discrimination like Price discrimination or Statistical discrimination.

There is also the risk that a developer could profit from the ideas or work done by users, like this example: Users could write new ideas in a note taking app, which could then be sent as a custom event, and the developers could profit from those ideas. This can happen because the ownership of content is usually unclear in the law.\[13\]

If a user's identity is not protected, there are more risks; for example, the risk that private information about users is made public on the internet.

In the extreme, there is the risk that governments could gather too much private information, now that the governments are giving themselves more powers to access citizens' information.

Further information: Telecommunications data retention

8.5 See also

8.6 References


8.7 External links

- INFORMS’ bi-monthly, digital magazine on the analytics profession
- Glossary of popular analytical terms
Chapter 9

Data mining

Not to be confused with analytics, information extraction, or data analysis.

Data mining (the analysis step of the “Knowledge Discovery in Databases” process, or KDD),[1] an interdisciplinary subfield of computer science,[2][3][4] is the computational process of discovering patterns in large data sets involving methods at the intersection of artificial intelligence, machine learning, statistics, and database systems.[2] The overall goal of the data mining process is to extract information from a data set and transform it into an understandable structure for further use.[2] Aside from the raw analysis step, it involves database and data management aspects, data pre-processing, model and inference considerations, interestingness metrics, complexity considerations, post-processing of discovered structures, visualization, and online updating.[5]

The term is a misnomer, because the goal is the extraction of patterns and knowledge from large amounts of data, not the extraction of data itself.[5] It also is a buzzword[6] and is frequently applied to any form of large-scale data or information processing (collection, extraction, warehousing, analysis, and statistics) as well as any application of computer decision support systems, including artificial intelligence, machine learning, and business intelligence. The popular book “Data mining: Practical machine learning tools and techniques with Java”[7] (which covers mostly machine learning material) was originally to be named just “Practical machine learning”, and the term “data mining” was only added for marketing reasons. Often the more general terms ”(large scale) data analysis”, or ”analytics” – or when referring to actual methods, artificial intelligence and machine learning – are more appropriate.

The actual data mining task is the automatic or semi-automatic analysis of large quantities of data to extract previously unknown, interesting patterns such as groups of data records (cluster analysis), unusual records (anomaly detection), and dependencies (association rule mining). This usually involves using database techniques such as spatial indices. These patterns can then be seen as a kind of summary of the input data, and may be used in further analysis or, for example, in machine learning and predictive analytics. For example, the data mining step might identify multiple groups in the data, which can then be used to obtain more accurate prediction results by a decision support system. Neither the data collection, data preparation, nor result interpretation and reporting are part of the data mining step, but do belong to the overall KDD process as additional steps.

The related terms data dredging, data fishing, and data snooping refer to the use of data mining methods to sample parts of a larger population data set that are (or may be) too small for reliable statistical inferences to be made about the validity of any patterns discovered. These methods can, however, be used in creating new hypotheses to test against the larger data populations.

9.1 Etymology

In the 1960s, statisticians used terms like “Data Fishing” or “Data Dredging” to refer to what they considered the bad practice of analyzing data without an a-priori hypothesis. The term “Data Mining” appeared around 1990 in the database community. For a short time in 1980s, a phrase “database mining™, was used, but since it was trademarked by HNC, a San Diego-based company, to pitch their Database Mining Workstation,[9] researchers consequently turned to “data mining”. Other terms used include Data Archaeology, Information Harvesting, Information Discovery, Knowledge Extraction, etc. Gregory Piatetsky-Shapiro coined the term “Knowledge Discovery in Databases” for the first workshop on the same topic (KDD-1989) and this term became more popular in AI and Machine Learning Community. However, the term data mining became more popular in the business and press communities. Currently, Data Mining and Knowledge Discovery are used interchangeably. Since about 2007, “Predictive Analytics” and since 2011, “Data Science” terms were also used to describe this field.

9.2 Background

The manual extraction of patterns from data has occurred for centuries. Early methods of identifying patterns in
9.3. Process

Data include Bayes' theorem (1700s) and regression analysis (1800s). The proliferation, ubiquity and increasing power of computer technology has dramatically increased data collection, storage, and manipulation ability. As data sets have grown in size and complexity, direct “hands-on” data analysis has increasingly been augmented with indirect, automated data processing, aided by other discoveries in computer science, such as neural networks, cluster analysis, genetic algorithms (1950s), decision trees and decision rules (1960s), and support vector machines (1990s). Data mining is the process of applying these methods with the intention of uncovering hidden patterns in large data sets. It bridges the gap from applied statistics and artificial intelligence (which usually provide the mathematical background) to database management by exploiting the way data is stored and indexed in databases to execute the actual learning and discovery algorithms more efficiently, allowing such methods to be applied to ever larger data sets.

9.2.1 Research and evolution

The premier professional body in the field is the Association for Computing Machinery’s (ACM) Special Interest Group (SIG) on Knowledge Discovery and Data Mining (SIGKDD). Since 1989 this ACM SIG has hosted an annual international conference and published its proceedings, and since 1999 it has published a bimonthly academic journal titled “SIGKDD Explorations.”

Computer science conferences on data mining include:

- CIKM Conference – ACM Conference on Information and Knowledge Management
- DMIN Conference – International Conference on Data Mining
- DMKD Conference – Research Issues on Data Mining and Knowledge Discovery
- ECDM Conference – European Conference on Data Mining
- ECML-PKDD Conference – European Conference on Machine Learning and Principles and Practice of Knowledge Discovery in Databases
- EDM Conference – International Conference on Educational Data Mining
- ICDM Conference – IEEE International Conference on Data Mining
- KDD Conference – ACM SIGKDD Conference on Knowledge Discovery and Data Mining
- MLDM Conference – Machine Learning and Data Mining in Pattern Recognition

- PAKDD Conference – The annual Pacific-Asia Conference on Knowledge Discovery and Data Mining
- PAW Conference – Predictive Analytics World
- SDM Conference – SIAM International Conference on Data Mining (SIAM)
- SSTD Symposium – Symposium on Spatial and Temporal Databases
- WSDM Conference – ACM Conference on Web Search and Data Mining

Data mining topics are also present on many data management/database conferences such as the ICDE Conference, SIGMOD Conference and International Conference on Very Large Data Bases

9.3 Process

The Knowledge Discovery in Databases (KDD) process is commonly defined with the stages:

1. Selection
2. Pre-processing
3. Transformation
4. Data Mining
5. Interpretation/Evaluation

It exists, however, in many variations on this theme, such as the Cross Industry Standard Process for Data Mining (CRISP-DM) which defines six phases:

1. Business Understanding
2. Data Understanding
3. Data Preparation
4. Modeling
5. Evaluation
6. Deployment

or a simplified process such as (1) pre-processing, (2) data mining, and (3) results validation.

Polls conducted in 2002, 2004, and 2007 show that the CRISP-DM methodology is the leading methodology used by data miners. The only other data mining standard named in these polls was SEMMA. However, 3-4 times as many people reported using CRISP-DM. Several teams of researchers have published reviews of data mining process models, and Azevedo and Santos conducted a comparison of CRISP-DM and SEMMA in 2008.
9.3.1 Pre-processing

Before data mining algorithms can be used, a target data set must be assembled. As data mining can only uncover patterns actually present in the data, the target data set must be large enough to contain these patterns while remaining concise enough to be mined within an acceptable time limit. A common source for data is a data mart or data warehouse. Pre-processing is essential to analyze the multivariate data sets before data mining. The target set is then cleaned. Data cleaning removes the observations containing noise and those with missing data.

9.3.2 Data mining

Data mining involves six common classes of tasks:[1]

- Anomaly detection (Outlier/change/deviation detection) – The identification of unusual data records, that might be interesting or data errors that require further investigation.

- Association rule learning (Dependency modelling) – Searches for relationships between variables. For example, a supermarket might gather data on customer purchasing habits. Using association rule learning, the supermarket can determine which products are frequently bought together and use this information for marketing purposes. This is sometimes referred to as market basket analysis.

- Clustering – is the task of discovering groups and structures in the data that are in some way or another “similar”, without using known structures in the data.

- Classification – is the task of generalizing known structure to apply to new data. For example, an e-mail program might attempt to classify an e-mail as “legitimate” or as “spam”.

- Regression – attempts to find a function which models the data with the least error.

- Summarization – providing a more compact representation of the data set, including visualization and report generation.

9.3.3 Results validation

Data mining can unintentionally be misused, and can then produce results which appear to be significant; but which do not actually predict future behavior and cannot be reproduced on a new sample of data and bear little use. Often this results from investigating too many hypotheses and not performing proper statistical hypothesis testing.

A simple version of this problem in machine learning is known as overfitting, but the same problem can arise at different phases of the process and thus a train/test split - when applicable at all - may not be sufficient to prevent this from happening.

The final step of knowledge discovery from data is to verify that the patterns produced by the data mining algorithms occur in the wider data set. Not all patterns found by the data mining algorithms are necessarily valid. It is common for the data mining algorithms to find patterns in the training set which are not present in the general data set. This is called overfitting. To overcome this, the evaluation uses a test set of data on which the data mining algorithm was not trained. The learned patterns are applied to this test set, and the resulting output is compared to the desired output. For example, a data mining algorithm trying to distinguish “spam” from “legitimate” e-mails would be trained on a training set of sample e-mails. Once trained, the learned patterns would be applied to the test set of e-mails on which it had not been trained. The accuracy of the patterns can then be measured from how many e-mails they correctly classify. A number of statistical methods may be used to evaluate the algorithm, such as ROC curves.

If the learned patterns do not meet the desired standards, subsequently it is necessary to re-evaluate and change the pre-processing and data mining steps. If the learned patterns do meet the desired standards, then the final step is to interpret the learned patterns and turn them into knowledge.

9.4 Standards

There have been some efforts to define standards for the data mining process; for example the 1999 European Cross Industry Standard Process for Data Mining (CRISP-DM 1.0) and the 2004 Java Data Mining standard (JDM 1.0). Development on successors to these processes (CRISP-DM 2.0 and JDM 2.0) was active in 2006, but has stalled since. JDM 2.0 was withdrawn without reaching a final draft.

For exchanging the extracted models – in particular for use in predictive analytics – the key standard is the Predictive Model Markup Language (PMML), which is an XML-based language developed by the Data Mining Group (DMG) and supported as exchange format by many data mining applications. As the name suggests, it only covers prediction models, a particular data mining task of high importance to business applications. However, extensions to cover (for example) subspace clustering have been proposed independently of the DMG.[22]
9.5 Notable uses

See also: Category:Applied data mining.

9.5.1 Games

Since the early 1960s, with the availability of oracles for certain combinatorial games, also called tablebases (e.g., for 3x3-chess) with any beginning configuration, small-board dots-and-boxes, small-board-hex, and certain endgames in chess, dots-and-boxes, and hex; a new area for data mining has been opened. This is the extraction of human-usable strategies from these oracles. Current pattern recognition approaches do not seem to fully acquire the high level of abstraction required to be applied successfully. Instead, extensive experimentation with the tablebases – combined with an intensive study of tablebase-answers to well designed problems, and with knowledge of prior art (i.e., pre-tablebase knowledge) – is used to yield insightful patterns. Berlekamp (in dots-and-boxes, etc.) and John Nunn (in chess endgames) are notable examples of researchers doing this work, though they were not – and are not – involved in tablebase generation.

9.5.2 Business

In business, data mining is the analysis of historical business activities, stored as static data in data warehouse databases. The goal is to reveal hidden patterns and trends. Data mining software uses advanced pattern recognition algorithms to sift through large amounts of data to assist in discovering previously unknown strategic business information. Examples of what businesses use data mining for include performing market analysis to identify new product bundles, finding the root cause of manufacturing problems, to prevent customer attrition and acquire new customers, cross-selling to existing customers, and profiling customers with more accuracy.[23]

- In today’s world raw data is being collected by companies at an exploding rate. For example, Walmart processes over 20 million point-of-sale transactions every day. This information is stored in a centralized database, but would be useless without some type of data mining software to analyze it. If Walmart analyzed their point-of-sale data with data mining techniques they would be able to determine sales trends, develop marketing campaigns, and more accurately predict customer loyalty.[24][25]

- Every time a credit card or a store loyalty card is being used, or a warranty card is being filled, data is being collected about the users behavior. Many people find the amount of information stored about us from companies, such as Google, Facebook, and Amazon, disturbing and are concerned about privacy. Although there is the potential for our personal data to be used in harmful, or unwanted, ways it is also being used to make our lives better. For example, Ford and Audi hope to one day collect information about customer driving patterns so they can recommend safer routes and warn drivers about dangerous road conditions.[26]

- Data mining in customer relationship management applications can contribute significantly to the bottom line. Rather than randomly contacting a prospect or customer through a call center or sending mail, a company can concentrate its efforts on prospects that are predicted to have a high likelihood of responding to an offer. More sophisticated methods may be used to optimize resources across campaigns so that one may predict to which channel and to which offer an individual is most likely to respond (across all potential offers). Additionally, sophisticated applications could be used to automate mailing. Once the results from data mining (potential prospect/customer and channel/offer) are determined, this “sophisticated application” can either automatically send an e-mail or a regular mail. Finally, in cases where many people will take an action without an offer, "uplift modeling" can be used to determine which people have the greatest increase in response if given an offer. Uplift modeling thereby enables marketers to focus mailings and offers on persuadable people, and not to send offers to people who will buy the product without an offer. Data clustering can also be used to automatically discover the segments or groups within a customer data set.

- Businesses employing data mining may see a return on investment, but also they recognize that the number of predictive models can quickly become very large. For example, rather than using one model to predict how many customers will churn, a business may choose to build a separate model for each region and customer type. In situations where a large number of models need to be maintained, some businesses turn to more automated data mining methodologies.

- Data mining can be helpful to human resources (HR) departments in identifying the characteristics of their most successful employees. Information obtained – such as universities attended by highly successful employees – can help HR focus recruiting efforts accordingly. Additionally, Strategic Enterprise Management applications help a company translate corporate-level goals, such as profit and margin share targets, into operational decisions, such as production plans and workforce levels.[27]
• Market basket analysis, relates to data-mining use in retail sales. If a clothing store records the purchases of customers, a data mining system could identify those customers who favor silk shirts over cotton ones. Although some explanations of relationships may be difficult, taking advantage of it is easier. The example deals with association rules within transaction-based data. Not all data are transaction-based and logical, or inexact rules may also be present within a database.

• Market basket analysis has been used to identify the purchase patterns of the Alpha Consumer. Analyzing the data collected on this type of user has allowed companies to predict future buying trends and forecast supply demands.

• Data mining is a highly effective tool in the catalog marketing industry. Catalogers have a rich database of history of their customer transactions for millions of customers dating back a number of years. Data mining tools can identify patterns among customers and help identify the most likely customers to respond to upcoming mailing campaigns.

• Data mining for business applications can be integrated into a complex modeling and decision making process. Reactive business intelligence (RBI) advocates a “holistic” approach that integrates data mining, modeling, and interactive visualization into an end-to-end discovery and continuous innovation process powered by human and automated learning.

• In the area of decision making, the RBI approach has been used to mine knowledge that is progressively acquired from the decision maker, and then self-tune the decision method accordingly. The relation between the quality of a data mining system and the amount of investment that the decision maker is willing to make was formalized by providing an economic perspective on the value of “extracted knowledge” in terms of its payoff to the organization. This decision-theoretic classification framework was applied to a real-world semiconductor wafer manufacturing line, where decision rules for effectively monitoring and controlling the semiconductor wafer fabrication line were developed.

• An example of data mining related to an integrated-circuit (IC) production line is described in the paper “Mining IC Test Data to Optimize VLSI Testing.” In this paper, the application of data mining and decision analysis to the problem of die-level functional testing is described. Experiments mentioned demonstrate the ability to apply a system of mining historical die-test data to create a probabilistic model of patterns of die failure. These patterns are then utilized to decide, in real time, which die to test next and when to stop testing. This system has been shown, based on experiments with historical test data, to have the potential to improve profits on mature IC products. Other examples of the application of data mining methodologies in semiconductor manufacturing environments suggest that data mining methodologies may be particularly useful when data is scarce, and the various physical and chemical parameters that affect the process exhibit highly complex interactions. Another implication is that on-line monitoring of the semiconductor manufacturing process using data mining may be highly effective.

9.5.3 Science and engineering

In recent years, data mining has been used widely in the areas of science and engineering, such as bioinformatics, genetics, medicine, education and electrical power engineering.

• In the study of human genetics, sequence mining helps address the important goal of understanding the mapping relationship between the inter-individual variations in human DNA sequence and the variability in disease susceptibility. In simple terms, it aims to find out how the changes in an individual’s DNA sequence affects the risks of developing common diseases such as cancer, which is of great importance to improving methods of diagnosing, preventing, and treating these diseases. One data mining method that is used to perform this task is known as multifactor dimensionality reduction.

• In the area of electrical power engineering, data mining methods have been widely used for condition monitoring of high voltage electrical equipment. The purpose of condition monitoring is to obtain valuable information on, for example, the status of the insulation (or other important safety-related parameters). Data clustering techniques – such as the self-organizing map (SOM), have been applied to vibration monitoring and analysis of transformer onload tap-changers (OLTCs). Using vibration monitoring, it can be observed that each tap change operation generates a signal that contains information about the condition of the tap changer contacts and the drive mechanisms. Obviously, different tap positions will generate different signals. However, there was considerable variability amongst normal condition signals for exactly the same tap position. SOM has been applied to detect abnormal conditions and to hypothesize about the nature of the abnormalities.
Data mining methods have been applied to dissolved gas analysis (DGA) in power transformers. DGA, as a diagnostics for power transformers, has been available for many years. Methods such as SOM has been applied to analyze generated data and to determine trends which are not obvious to the standard DGA ratio methods (such as Duval Triangle).[36]

In educational research, where data mining has been used to study the factors leading students to choose to engage in behaviors which reduce their learning,[37] and to understand factors influencing university student retention.[38] A similar example of social application of data mining is its use in expertise finding systems, whereby descriptors of human expertise are extracted, normalized, and classified so as to facilitate the finding of experts, particularly in scientific and technical fields. In this way, data mining can facilitate institutional memory.

Data mining methods of biomedical data facilitated by domain ontologies,[39] mining clinical trial data,[40] and traffic analysis using SOM.[41]

In adverse drug reaction surveillance, the Uppsala Monitoring Centre has, since 1998, used data mining methods to routinely screen for reporting patterns indicative of emerging drug safety issues in the WHO global database of 4.6 million suspected adverse drug reaction incidents.[42] Recently, similar methodology has been developed to mine large collections of electronic health records for temporal patterns associating drug prescriptions to medical diagnoses.[43]

Data mining has been applied to software artifacts within the realm of software engineering: Mining Software Repositories.

9.5.4 Human rights

Data mining of government records – particularly records of the justice system (i.e., courts, prisons) – enables the discovery of systemic human rights violations in connection to generation and publication of invalid or fraudulent legal records by various government agencies.[44][45]

9.5.5 Medical data mining

Some machine learning algorithms can be applied in medical field as second-opinion diagnostic tools and as tools for the knowledge extraction phase in the process of knowledge discovery in databases. One of these classifiers (called Prototype exemplar learning classifier (PEL-C))[46] is able to discover syndromes as well as atypical clinical cases.

In 2011, the case of Sorrell v. IMS Health, Inc., decided by the Supreme Court of the United States, ruled that pharmacies may share information with outside companies. This practice was authorized under the 1st Amendment of the Constitution, protecting the “freedom of speech.”[47] However, the passage of the Health Information Technology for Economic and Clinical Health Act (HITECH Act) helped to initiate the adoption of the electronic health record (EHR) and supporting technology in the United States.[48] The HITECH Act was signed into law on February 17, 2009 as part of the American Recovery and Reinvestment Act (ARRA) and helped to open the door to medical data mining.[49] Prior to the signing of this law, estimates of only 20% of United States-based physicians were utilizing electronic patient records.[48] Soren Brunak notes that “the patient record becomes as information-rich as possible” and thereby “maximizes the data mining opportunities.”[48] Hence, electronic patient records further expands the possibilities regarding medical data mining thereby opening the door to a vast source of medical data analysis.

9.5.6 Spatial data mining

Spatial data mining is the application of data mining methods to spatial data. The end objective of spatial data mining is to find patterns in data with respect to geography. So far, data mining and Geographic Information Systems (GIS) have existed as two separate technologies, each with its own methods, traditions, and approaches to visualization and data analysis. Particularly, most contemporary GIS have only very basic spatial analysis functionality. The immense explosion in geographically referenced data occasioned by developments in IT, digital mapping, remote sensing, and the global diffusion of GIS emphasizes the importance of developing data-driven inductive approaches to geographical analysis and modeling.

Data mining offers great potential benefits for GIS-based applied decision-making. Recently, the task of integrating these two technologies has become of critical importance, especially as various public and private sector organizations possessing huge databases with thematic and geographically referenced data begin to realize the huge potential of the information contained therein. Among those organizations are:

- offices requiring analysis or dissemination of georeferenced statistical data
- public health services searching for explanations of disease clustering
- environmental agencies assessing the impact of changing land-use patterns on climate change
- geo-marketing companies doing customer segmentation based on spatial location.
Challenges in Spatial mining: Geospatial data repositories tend to be very large. Moreover, existing GIS datasets are often splintered into feature and attribute components that are conventionally archived in hybrid data management systems. Algorithmic requirements differ substantially for relational (attribute) data management and for topological (feature) data management.\[50] Related to this is the range and diversity of geographic data formats, which present unique challenges. The digital geographic data revolution is creating new types of data formats beyond the traditional “vector” and “raster” formats. Geographic data repositories increasingly include ill-structured data, such as imagery and geo-referenced multi-media.\[51]

There are several critical research challenges in geographic knowledge discovery and data mining. Miller and Han\[52] offer the following list of emerging research topics in the field:

- **Developing and supporting geographic data warehouses (GDW’s):** Spatial properties are often reduced to simple aspatial attributes in mainstream data warehouses. Creating an integrated GDW requires solving issues of spatial and temporal data interoperability – including differences in semantics, referencing systems, geometry, accuracy, and position.

- **Better spatio-temporal representations in geographic knowledge discovery:** Current geographic knowledge discovery (GKD) methods generally use very simple representations of geographic objects and spatial relationships. Geographic data mining methods should recognize more complex geographic objects (i.e., lines and polygons) and relationships (i.e., non-Euclidean distances, direction, connectivity, and interaction through attributed geographic space such as terrain). Furthermore, the time dimension needs to be more fully integrated into these geographic representations and relationships.

- **Geographic knowledge discovery using diverse data types:** GKD methods should be developed that can handle diverse data types beyond the traditional raster and vector models, including imagery and geo-referenced multimedia, as well as dynamic data types (video streams, animation).

### 9.5.7 Temporal data mining

Data may contain attributes generated and recorded at different times. In this case finding meaningful relationships in the data may require considering the temporal order of the attributes. A temporal relationship may indicate a causal relationship, or simply an association.

### 9.5.8 Sensor data mining

Wireless sensor networks can be used for facilitating the collection of data for spatial data mining for a variety of applications such as air pollution monitoring.\[53] A characteristic of such networks is that nearby sensor nodes monitoring an environmental feature typically register similar values. This kind of data redundancy due to the spatial correlation between sensor observations inspires the techniques for in-network data aggregation and mining. By measuring the spatial correlation between data sampled by different sensors, a wide class of specialized algorithms can be developed to develop more efficient spatial data mining algorithms.\[54]

### 9.5.9 Visual data mining

In the process of turning from analogical into digital, large data sets have been generated, collected, and stored discovering statistical patterns, trends and information which is hidden in data, in order to build predictive patterns. Studies suggest visual data mining is faster and much more intuitive than is traditional data mining.\[55][56][57] See also Computer vision.

### 9.5.10 Music data mining

Data mining techniques, and in particular co-occurrence analysis, has been used to discover relevant similarities among music corpora (radio lists, CD databases) for purposes including classifying music into genres in a more objective manner.\[58]

### 9.5.11 Surveillance

Data mining has been used by the U.S. government. Programs include the Total Information Awareness (TIA) program, Secure Flight (formerly known as Computer-Assisted Passenger Prescreening System (CAPPS II)), Analysis, Dissemination, Visualization, Insight, Semantic Enhancement (ADVISE),\[59] and the Multi-state Anti-Terrorism Information Exchange (MATRIX).\[60] These programs have been discontinued due to controversy over whether they violate the 4th Amendment to the United States Constitution, although many programs that were formed under them continue to be funded by different organizations or under different names.\[61]

In the context of combating terrorism, two particularly plausible methods of data mining are “pattern mining” and “subject-based data mining”.

### 9.5.12 Pattern mining

“Pattern mining” is a data mining method that involves finding existing patterns in data. In this context patterns
often means association rules. The original motivation
for searching association rules came from the desire to
analyze supermarket transaction data, that is, to examine
customer behavior in terms of the purchased products.
For example, an association rule "beer ⇒ potato chips
(80%)" states that four out of five customers that bought
beer also bought potato chips.

In the context of pattern mining as a tool to identify
terrorist activity, the National Research Council
provides the following definition: "Pattern-based data min-
ing looks for patterns (including anomalous data patterns)
that might be associated with terrorist activity — these
patterns might be regarded as small signals in a large
ocean of noise."[62][61][64] Pattern Mining includes new
areas such as a Music Information Retrieval (MIR) where
patterns seen both in the temporal and non temporal
domains are imported to classical knowledge discovery
search methods.

9.5.13 Subject-based data mining

"Subject-based data mining" is a data mining method
involving the search for associations between individu-
als in data. In the context of combating terrorism, the
National Research Council provides the following defi-
nition: "Subject-based data mining uses an initiating in-
dividual or other datum that is considered, based on other
information, to be of high interest, and the goal is to
determine what other persons or financial transactions or
movements, etc., are related to that initiating datum."[63]

9.5.14 Knowledge grid

Knowledge discovery “On the Grid” generally refers to
conducting knowledge discovery in an open environment
using grid computing concepts, allowing users to inte-
grate data from various online data sources, as well make
use of remote resources, for executing their data mining
tasks. The earliest example was the Discovery Net,[63][66]
developed at Imperial College London, which won the
“Most Innovative Data-Intensive Application Award” at
the ACM SC02 (Supercomputing 2002) conference and
exhibition, based on a demonstration of a fully interactive
distributed knowledge discovery application for a bioin-
formatics application. Other examples include work con-
ducted by researchers at the University of Calabria, who
developed a Knowledge Grid architecture for distributed
knowledge discovery, based on grid computing.[67][68]

9.6 Privacy concerns and ethics

While the term “data mining” itself has no ethical im-
lications, it is often associated with the mining of in-
formation in relation to peoples’ behavior (ethical and
otherwise).[69] The ways in which data mining can be used can in some
cases and contexts raise questions regarding privacy, le-
gality, and ethics.[70] In particular, data mining government
or commercial data sets for national security or law
enforcement purposes, such as in the Total Information
Awareness Program or in ADVISE, has raised privacy
concerns.[71][72]

Data mining requires data preparation which can uncover
information or patterns which may compromise confiden-
tiality and privacy obligations. A common way for this
to occur is through data aggregation. Data aggregation
involves combining data together (possibly from various
sources) in a way that facilitates analysis (but that also
might make identification of private, individual-level data
deducible or otherwise apparent).[73] This is not data min-
ing per se, but a result of the preparation of data before
– and for the purposes of – the analysis. The threat to an
individual’s privacy comes into play when the data, once
compiled, cause the data miner, or anyone who has access
to the newly compiled data set, to be able to identify spe-
cific individuals, especially when the data were originally
anonymous.[74][75][76]

It is recommended that an individual is made aware of the
following before data are collected:[73]

- the purpose of the data collection and any (known)
data mining projects;
- how the data will be used;
- who will be able to mine the data and use the data
  and their derivatives;
- the status of security surrounding access to the data;
- how collected data can be updated.

Data may also be modified so as to become anonymous,
so that individuals may not readily be identified.[73] How-
ever, even “de-identified”/”anonymized” data sets can pot-
tentially contain enough information to allow identifica-
tion of individuals, as occurred when journalists were
able to find several individuals based on a set of search
histories that were inadvertently released by AOL.[77]

9.6.1 Situation in Europe

Europe has rather strong privacy laws, and efforts are un-
derway to further strengthen the rights of the consumers.
However, the U.S.-E.U. Safe Harbor Principles currently
effectively expose European users to privacy exploitation
by U.S. companies. As a consequence of Edward Snow-
den’s Global surveillance disclosure, there has been in-
creased discussion to revoke this agreement, as in particu-
lar the data will be fully exposed to the National Security
Agency, and attempts to reach an agreement have failed.
9.6.2 Situation in the United States

In the United States, privacy concerns have been addressed by the US Congress via the passage of regulatory controls such as the Health Insurance Portability and Accountability Act (HIPAA). The HIPAA requires individuals to give their “informed consent” regarding information they provide and it intended present and future uses. According to an article in Biotech Business Week', "[i]n practice, HIPAA may not offer any greater protection than the longstanding regulations in the research arena,' says the AAHC. More importantly, the rule’s goal of protection through informed consent is undermined by the complexity of consent forms that are required of patients and participants, which approach a level of incomprehensibility to average individuals."[78] This underscores the necessity for data anonymity in data aggregation and mining practices.

U.S. information privacy legislation such as HIPAA and the Family Educational Rights and Privacy Act (FERPA) applies only to the specific areas that each such law addresses. Use of data mining by the majority of businesses in the U.S. is not controlled by any legislation.

9.7 Copyright Law

9.7.1 Situation in Europe

Due to a lack of flexibilities in European copyright and database law, the mining of in-copyright works such as web mining without the permission of the copyright owner is not legal. Where a database is pure data in Europe there is likely to be no copyright, but database rights may exist so data mining becomes subject to regulations by the Database Directive. On the recommendation of the Hargreaves review this led to the UK government to amend its copyright law in 2014[79] to allow content mining as a limitation and exception. Only the second country in the world to do so after Japan, which introduced an exception in 2009 for data mining. However due to the restriction of the Copyright Directive, the UK exception only allows content mining for non-commercial purposes. UK copyright law also does not allow this provision to be overridden by contractual terms and conditions. The European Commission facilitated stakeholder discussion on text and data mining in 2013, under the title of Licences for Europe.[80] The focus on the solution to this legal issue being licences and not limitations and exceptions led to representatives of universities, researchers, libraries, civil society groups and open access publishers to leave the stakeholder dialogue in May 2013.[81]

9.7.2 Situation in the United States

By contrast to Europe, the flexible nature of US copyright law, and in particular fair use means that content mining in America, as well as other fair use countries such as Israel, Taiwan and South Korea is viewed as being legal. As content mining is transformative, that is it does not supplant the original work, it is viewed as being lawful under fair use. For example as part of the Google Book settlement the presiding judge on the case ruled that Google’s digitisation project of in-copyright books was lawful, in part because of the transformative uses that the digitisation project displayed - one being text and data mining.[82]

9.8 Software

See also: Category:Data mining and machine learning software.

9.8.1 Free open-source data mining software and applications

- Carrot2: Text and search results clustering framework.
- Chemicalize.org: A chemical structure miner and web search engine.
- ELKI: A university research project with advanced cluster analysis and outlier detection methods written in the Java language.
- GATE: a natural language processing and language engineering tool.
- KNIME: The Konstanz Information Miner, a user friendly and comprehensive data analytics framework.
- ML-Flex: A software package that enables users to integrate with third-party machine-learning packages written in any programming language, execute classification analyses in parallel across multiple computing nodes, and produce HTML reports of classification results.
- MLPACK library: a collection of ready-to-use machine learning algorithms written in the C++ language.
- Massive Online Analysis (MOA): a real-time big data stream mining with concept drift tool in the Java programming language.
- NLTK (Natural Language Toolkit): A suite of libraries and programs for symbolic and statistical natural language processing (NLP) for the Python language.
- OpenNN: Open neural networks library.
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- Orange: A component-based data mining and machine learning software suite written in the Python language.
- R: A programming language and software environment for statistical computing, data mining, and graphics. It is part of the GNU Project.
- SCaVis: Java cross-platform data analysis framework developed at Argonne National Laboratory.
- SenticNet API: A semantic and affective resource for opinion mining and sentiment analysis.
- Tanagra: A visualisation-oriented data mining software, also for teaching.
- Torch: An open source deep learning library for the Lua programming language and scientific computing framework with wide support for machine learning algorithms.
- UIMA: The UIMA (Unstructured Information Management Architecture) is a component framework for analyzing unstructured content such as text, audio and video – originally developed by IBM.
- Weka: A suite of machine learning software applications written in the Java programming language.

### 9.8.2 Commercial data-mining software and applications

- Angoss KnowledgeSTUDIO: data mining tool provided by Angoss.
- Clarabridge: enterprise class text analytics solution.
- HP Vertica Analytics Platform: data mining software provided by HP.
- IBM SPSS Modeler: data mining software provided by IBM.
- KXEN Modeler: data mining tool provided by KXEN.
- Grapheme: data mining and visualization software provided by iChrome.
- LIONsolver: an integrated software application for data mining, business intelligence, and modeling that implements the Learning and Intelligent Optimization (LION) approach.
- Microsoft Analysis Services: data mining software provided by Microsoft.
- NetOwl: suite of multilingual text and entity analytics products that enable data mining.
- Oracle Data Mining: data mining software by Oracle.

- RapidMiner: An environment for machine learning and data mining experiments.
- SAS Enterprise Miner: data mining software provided by the SAS Institute.
- STATISTICA Data Miner: data mining software provided by StatSoft.
- Qlucore Omics Explorer: data mining software provided by Qlucore.

### 9.8.3 Marketplace surveys

Several researchers and organizations have conducted reviews of data mining tools and surveys of data miners. These identify some of the strengths and weaknesses of the software packages. They also provide an overview of the behaviors, preferences and views of data miners. Some of these reports include:

- 2011 Wiley Interdisciplinary Reviews: Data Mining and Knowledge Discovery [83]
- Rexer Analytics Data Miner Surveys (2007–2013) [84]
- Forrester Research 2010 Predictive Analytics and Data Mining Solutions report [85]
- Gartner 2008 “Magic Quadrant” report [86]
- Robert A. Nisbet’s 2006 Three Part Series of articles “Data Mining Tools: Which One is Best For CRM?” [87]
- Haughton et al.’s 2003 Review of Data Mining Software Packages in The American Statistician [88]
- Goebel & Gruenwald 1999 “A Survey of Data Mining a Knowledge Discovery Software Tools” in SIGKDD Explorations [89]

### 9.9 See also

#### Methods

- Anomaly/outlier/change detection
- Association rule learning
- Classification
- Cluster analysis
- Decision tree
- Factor analysis
- Genetic algorithms
• Intention mining
• Multilinear subspace learning
• Neural networks
• Regression analysis
• Sequence mining
• Structured data analysis
• Support vector machines
• Text mining
• Online analytical processing (OLAP)

Application domains
• Analytics
• Bioinformatics
• Business intelligence
• Data analysis
• Data warehouse
• Decision support system
• Drug discovery
• Exploratory data analysis
• Predictive analytics
• Web mining

Application examples
See also: Category:Applied data mining.

• Customer analytics
• Data mining in agriculture
• Data mining in meteorology
• Educational data mining
• National Security Agency
• Police-enforced ANPR in the UK
• Quantitative structure–activity relationship
• Surveillance / Mass surveillance (e.g., Stellar Wind)

Related topics
Data mining is about analyzing data; for information about extracting information out of data, see:

• Data integration
• Data transformation
• Electronic discovery
• Information extraction
• Information integration
• Named-entity recognition
• Profiling (information science)
• Web scraping
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Big data

This article is about large collections of data. For the graph database, see Graph database. For the band, see Big Data (band).

**Big data** is a broad term for data sets so large or complex that traditional data processing applications are inadequate. Challenges include analysis, capture, data curation, search, sharing, storage, transfer, visualization, and information privacy. The term often refers simply to the use of predictive analytics or other certain advanced methods to extract value from data, and seldom to a particular size of data set. Accuracy in big data may lead to more confident decision making. And better decisions can mean greater operational efficiency, cost reductions and reduced risk.

Analysis of data sets can find new correlations, to “spot business trends, prevent diseases, combat crime and so on.” Scientists, business executives, practitioners of media and advertising and governments alike regularly meet difficulties with large data sets in areas including Internet search, finance and business informatics. Scientists encounter limitations in e-Science work, including meteorology, genomics, connectomics, complex physics simulations, and biological and environmental research.

Data sets grow in size in part because they are increasingly being gathered by cheap and numerous information-sensing mobile devices, aerial (remote sensing), software logs, cameras, microphones, radio-frequency identification (RFID) readers, and wireless sensor networks.

The world’s technological per-capita capacity to store information has roughly doubled every 40 months since the 1980s; as of 2012, every day 2.5 exabytes (2.5×10^18) of data were created.

The challenge for large enterprises is determining who should own big data initiatives that straddle the entire organization.

Work with big data is necessarily uncommon; most analysis is of “PC size” data, on a desktop PC or notebook that can handle the available data set.

Relational database management systems and desktop statistics and visualization packages often have difficulty handling big data. The work instead requires “massively parallel software running on tens, hundreds, or even thousands of servers.” What is considered “big data” varies depending on the capabilities of the users and their tools, and expanding capabilities make Big Data a moving target. Thus, what is considered to be “Big” in one year will become ordinary in later years. “For some organizations, facing hundreds of gigabytes of data for the first time may trigger a need to reconsider data management options. For others, it may take tens or hundreds of terabytes before data size becomes a significant consideration.”
10.1 Definition

Big data usually includes data sets with sizes beyond the ability of commonly used software tools to capture, curate, manage, and process data within a tolerable elapsed time.\[14\] Big data “size” is a constantly moving target, as of 2012 ranging from a few dozen terabytes to many petabytes of data. Big data is a set of techniques and technologies that require new forms of integration to uncover large hidden values from large datasets that are diverse, complex, and of a massive scale.\[15\]

In a 2001 research report\[16\] and related lectures, META Group (now Gartner) analyst Doug Laney defined data growth challenges and opportunities as being three-dimensional, i.e., increasing volume (amount of data), velocity (speed of data in and out), and variety (range of data types and sources). Gartner, and now much of the industry, continue to use this “3Vs” model for describing big data.\[17\] In 2012, Gartner updated its definition as follows: “Big data is high volume, high velocity, and/or high variety information assets that require new forms of processing to enable enhanced decision making, insight discovery and process optimization.”\[18\] Additionally, a new V “Veracity” is added by some organizations to describe it.\[19\]

If Gartner's definition (the 3Vs) is still widely used, the growing maturity of the concept fosters a more sound difference between big data and Business Intelligence, regarding data and their use.\[20\]

- Business Intelligence uses descriptive statistics with data with high information density to measure things, detect trends etc.;

- Big data uses inductive statistics and concepts from nonlinear system identification\[21\] to infer laws (regressions, nonlinear relationships, and causal effects) from large sets of data with low information density\[22\] to reveal relationships, dependencies and perform predictions of outcomes and behaviors.\[21\][23]

A more recent, consensual definition states that “Big Data represents the Information assets characterized by such a High Volume, Velocity and Variety to require specific Technology and Analytical Methods for its transformation into Value”.\[24\]

10.2 Characteristics

Big data can be described by the following characteristics:

**Volume** – The quantity of data that is generated is very important in this context. It is the size of the data which determines the value and potential of the data under consideration and whether it can actually be considered Big Data or not. The name ‘Big Data’ itself contains a term which is related to size and hence the characteristic.

**Variety** - The next aspect of Big Data is its variety. This means that the category to which Big Data belongs to is also an essential fact that needs to be known by the data analysts. This helps the people, who are closely analyzing the data and are associated with it, to effectively use the data to their advantage and thus upholding the importance of the Big Data.

**Velocity** - The term ‘velocity’ in the context refers to the speed of generation of data or how fast the data is generated and processed to meet the demands and the challenges which lie ahead in the path of growth and development.

**Variability** - This is a factor which can be a problem for those who analyse the data. This refers to the inconsistency which can be shown by the data at times, thus hampering the process of being able to handle and manage the data effectively.

**Veracity** - The quality of the data being captured can vary greatly. Accuracy of analysis depends on the veracity of the source data.

**Complexity** - Data management can become a very complex process, especially when large volumes of data come from multiple sources. These data need to be linked, connected and correlated in order to be able to grasp the information that is supposed to be conveyed by these data. This situation, is therefore, termed as the ‘complexity’ of Big Data.

Factory work and Cyber-physical systems may have a 6C system:

1. Connection (sensor and networks),
2. Cloud (computing and data on demand),
3. Cyber (model and memory),
4. content/context (meaning and correlation),
5. community (sharing and collaboration), and
6. customization (personalization and value).

In this scenario and in order to provide useful insight to the factory management and gain correct content, data has to be processed with advanced tools (analytics and algorithms) to generate meaningful information. Considering the presence of visible and invisible issues in an industrial factory, the information generation algorithm has to be capable of detecting and addressing invisible issues such as machine degradation, component wear, etc. in the factory floor.\[25\][26]
10.3 Architecture

In 2000, Seisint Inc. developed C++ based distributed file sharing framework for data storage and querying. Structured, semi-structured and/or unstructured data is stored and distributed across multiple servers. Querying of data is done by modified C++ called ECL which uses apply scheme on read method to create structure of stored data during time of query. In 2004 LexisNexis acquired Seisint Inc[27] and 2008 acquired ChoicePoint, Inc.[28] and their high speed parallel processing platform. The two platforms were merged into HPCC Systems and in 2011 was open sourced under Apache v2.0 License. Currently HPCC and Quantcast File System[29] are the only publicly available platforms capable of analyzing multiple exabytes of data.

In 2004, Google published a paper on a process called MapReduce that used such an architecture. The MapReduce framework provides a parallel processing model and associated implementation to process huge amounts of data. With MapReduce, queries are split and distributed across parallel nodes and processed in parallel (the Map step). The results are then gathered and delivered (the Reduce step). The framework was very successful,[30] so others wanted to replicate the algorithm. Therefore, an implementation of the MapReduce framework was adopted by an Apache open source project named Hadoop.[31]

MIKE2.0 is an open approach to information management that acknowledges the need for revisions due to big data implications in an article titled “Big Data Solution Offering”.[32] The methodology addresses handling big data in terms of useful permutations of data sources, complexity in interrelationships, and difficulty in deleting (or modifying) individual records.[33]

Recent studies show that the use of a multiple layer architecture is an option for dealing with big data. The Distributed Parallel architecture distributes data across multiple processing units and parallel processing units provide data much faster, by improving processing speeds. This type of architecture inserts data into a parallel DBMS, which implements the use of MapReduce and Hadoop frameworks. This type of framework looks to make the processing power transparent to the end user by using a front end application server.[34]

Big Data Analytics for Manufacturing Applications can be based on a 5C architecture (connection, conversion, cyber, cognition, and configuration).[35]

Big Data Lake - With the changing face of business and IT sector, capturing and storage of data has emerged into a sophisticated system. The big data lake allows an organization to shift its focus from centralized control to a shared model to respond to the changing dynamics of information management. This enables quick segregation of data into the data lake thereby reducing the overhead time.[36]

10.4 Technologies

Big data requires exceptional technologies to efficiently process large quantities of data within tolerable elapsed times. A 2011 McKinsey report suggests suitable technologies include A/B testing, crowdsourcing, data fusion and integration, genetic algorithms, machine learning, natural language processing, signal processing, simulation, time series analysis and visualisation. Multi-dimensional big data can also be represented as tensors, which can be more efficiently handled by tensor-based computation,[38] such as multilinear subspace learning.[39] Additional technologies being applied to big data include massively parallel-processing (MPP) databases, search-based applications, data mining, distributed file systems, distributed databases, cloud based infrastructure (applications, storage and computing resources) and the Internet.

Some but not all MPP relational databases have the ability to store and manage petabytes of data. Implicit is the ability to load, monitor, back up, and optimize the use of the large data tables in the RDBMS.[40]

DARPA’s Topological Data Analysis program seeks the fundamental structure of massive data sets and in 2008 the technology went public with the launch of a company called Ayasdi.[41]

The practitioners of big data analytics processes are generally hostile to slower shared storage,[42] preferring direct-attached storage (DAS) in its various forms from solid state drive (SSD) to high capacity SATA disk buried inside parallel processing nodes. The perception of shared storage architectures—Storage area network (SAN) and Network-attached storage (NAS) is that they are relatively slow, complex, and expensive. These qualities are not consistent with big data analytics systems that thrive on system performance, commodity infrastructure, and low cost.

Real or near-real time information delivery is one of the defining characteristics of big data analytics. Latency is therefore avoided whenever and wherever possible. Data in memory is good—data on spinning disk at the other end of a FC SAN connection is not. The cost of a SAN at the scale needed for analytics applications is very much higher than other storage techniques.

There are advantages as well as disadvantages to shared storage in big data analytics, but big data analytics practitioners as of 2011 did not favour it.[43]

10.5 Applications

Big data has increased the demand of information management specialists in that Software AG, Oracle Corporation, IBM, Microsoft, SAP, EMC, HP and Dell have spent more than $15 billion on software firms specializing
in data management and analytics. In 2010, this industry was worth more than $100 billion and was growing at almost 10 percent a year: about twice as fast as the software business as a whole.[1]

Developed economies make increasing use of data-intensive technologies. There are 4.6 billion mobile-phone subscriptions worldwide and between 1 billion and 2 billion people accessing the internet.[1] Between 1990 and 2005, more than 1 billion people worldwide entered the middle class which means more and more people who gain money will become more literate which in turn leads to information growth. The world’s effective capacity to exchange information through telecommunication networks was 281 petabytes in 1986, 471 petabytes in 1993, 2.2 exabytes in 2000, 65 exabytes in 2007[8] and it is predicted that the amount of traffic flowing over the Internet will reach 667 exabytes annually by 2014.[1] It is estimated that one third of the globally stored information is in the form of alphanumeric text and still image data,[44] which is the format most useful for most big data applications. This also shows the potential of yet unused data (i.e. in the form of video and audio content).

While many vendors offer off-the-shelf solutions for Big Data, experts recommend the development of in-house solutions custom-tailored to solve the company’s problem at hand if the company has sufficient technical capabilities.[45]

10.5.1 Government

The use and adoption of Big Data within governmental processes is beneficial and allows efficiencies in terms of cost, productivity, and innovation. That said, this process does not come without its flaws. Data analysis often requires multiple parts of government (central and local) to work in collaboration and create new and innovative processes to deliver the desired outcome. Below are the thought leading examples within the Governmental Big Data space.

United States of America

- In 2012, the Obama administration announced the Big Data Research and Development Initiative, to explore how big data could be used to address important problems faced by the government.[46] The initiative is composed of 84 different big data programs spread across six departments.[47]
- Big data analysis played a large role in Barack Obama’s successful 2012 re-election campaign.[48]
- The United States Federal Government owns six of the ten most powerful supercomputers in the world.[49]
- The Utah Data Center is a data center currently being constructed by the United States National Security Agency. When finished, the facility will be able to handle a large amount of information collected by the NSA over the Internet. The exact amount of storage space is unknown, but more recent sources claim it will be on the order of a few exabytes.[50][51][52]

India

- Big data analysis was, in parts, responsible for the BJP and its allies to win a highly successful Indian General Election 2014.[53]
- The Indian Government utilises numerous techniques to ascertain how the Indian electorate is responding to government action, as well as ideas for policy augmentation

United Kingdom

Examples of uses of big data in public services:

- Data on prescription drugs: by connecting origin, location and the time of each prescription, a research unit was able to exemplify the considerable delay between the release of any given drug, and a UK-wide adaptation of the National Institute for Health and Care Excellence guidelines. This suggests that new/most up-to-date drugs take some time to filter through to the general patient.
- Joining up data: a local authority blended data about services, such as road gritting rotas, with services for people at risk, such as ‘meals on wheels’. The connection of data allowed the local authority to avoid any weather related delay.

10.5.2 International development

Research on the effective usage of information and communication technologies for development (also known as...
ICT4D) suggests that big data technology can make important contributions but also present unique challenges to international development.\textsuperscript{[54][55]} Advancements in big data analysis offer cost-effective opportunities to improve decision-making in critical development areas such as health care, employment, economic productivity, crime, security, and natural disaster and resource management.\textsuperscript{[56][57][58]} However, longstanding challenges for developing regions such as inadequate technological infrastructure and economic and human resource scarcity exacerbate existing concerns with big data such as privacy, imperfect methodology, and interoperability issues.\textsuperscript{[56]}

### 10.5.3 Manufacturing

Based on TCS 2013 Global Trend Study, improvements in supply planning and product quality provide the greatest benefit of big data for manufacturing.\textsuperscript{[59]} Big data provides an infrastructure for transparency in manufacturing industry, which is the ability to unravel uncertainties such as inconsistent component performance and availability. Predictive manufacturing as an applicable approach toward near-zero downtime and transparency requires vast amount of data and advanced prediction tools for a systematic process of data into useful information.\textsuperscript{[60]} A conceptual framework of predictive manufacturing begins with data acquisition where different type of sensory data is available to acquire such as acoustics, vibration, pressure, current, voltage and controller data. Vast amount of sensory data in addition to historical data construct the big data in manufacturing. The generated big data acts as the input into predictive tools and preventive strategies such as Prognostics and Health Management (PHM).\textsuperscript{[61]}

#### Cyber-Physical Models

Current PHM implementations mostly utilize data during the actual usage while analytical algorithms can perform more accurately when more information throughout the machine’s lifecycle, such as system configuration, physical knowledge and working principles, are included. There is a need to systematically integrate, manage and analyze machinery or process data during different stages of machine life cycle to handle data/information more efficiently and further achieve better transparency of machine health condition for manufacturing industry.

With such motivation a cyber-physical (coupled) model scheme has been developed. Please see \url{http://www.imscenter.net/cyber-physical-platform} The coupled model is a digital twin of the real machine that operates in the cloud platform and simulates the health condition with an integrated knowledge from both data driven analytical algorithms as well as other available physical knowledge. It can also be described as a 5S systematic approach consisting of Sensing, Storage, Synchronization, Synthesis and Service. The coupled model first constructs a digital image from the early design stage. System information and physical knowledge are logged during product design, based on which a simulation model is built as a reference for future analysis. Initial parameters may be statistically generalized and they can be tuned using data from testing or the manufacturing process using parameter estimation. After which, the simulation model can be considered as a mirrored image of the real machine, which is able to continuously record and track machine condition during the later utilization stage. Finally, with ubiquitous connectivity offered by cloud computing technology, the coupled model also provides better accessibility of machine condition for factory managers in cases where physical access to actual equipment or machine data is limited.\textsuperscript{[26][62]}

### 10.5.4 Media

#### Internet of Things (IoT)

Main article: Internet of Things

To understand how the media utilises Big Data, it is first necessary to provide some context into the mechanism used for media process. It has been suggested by Nick Couldry and Joseph Turow that practitioners in Media and Advertising approach big data as many actionable points of information about millions of individuals. The industry appears to be moving away from the traditional approach of using specific media environments such as newspapers, magazines, or television shows and instead tap into consumers with technologies that reach targeted people at optimal times in optimal locations. The ultimate aim is to serve, or convey, a message or content that is (statistically speaking) in line with the consumers mindset. For example, publishing environments are increasingly tailoring messages (advertisements) and content (articles) to appeal to consumers that have been exclusively gleaned through various data-mining activities.\textsuperscript{[63]}

- Targeting of consumers (for advertising by marketers)
- Data-capture

Big Data and the IoT work in conjunction. From a media perspective, data is the key derivative of device inter connectivity and allows accurate targeting. The Internet of Things, with the help of big data, therefore transforms the media industry, companies and even governments, opening up a new era of economic growth and competitiveness. The intersection of people, data and intelligent algorithms have far-reaching impacts on media efficiency. The wealth of data generated allows an elaborate layer on the present targeting mechanisms of the industry.
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Technology

- eBay.com uses two data warehouses at 7.5 petabytes and 40PB as well as a 40PB Hadoop cluster for search, consumer recommendations, and merchandising. Inside eBay’s 90PB data warehouse.

- Amazon.com handles millions of back-end operations every day, as well as queries from more than half a million third-party sellers. The core technology that keeps Amazon running is Linux-based and as of 2005 they had the world’s three largest Linux databases, with capacities of 7.8 TB, 18.5 TB, and 24.7 TB.\[64\]

- Facebook handles 50 billion photos from its user base.\[65\]

- As of August 2012, Google was handling roughly 100 billion searches per month.\[66\]

- Oracle NoSQL Database has been tested to past the 1M ops/sec mark with 8 shards and proceeded to hit 1.2M ops/sec with 10 shards.\[67\]

10.5.5 Private sector

Retail

- Walmart handles more than 1 million customer transactions every hour, which are imported into databases estimated to contain more than 2.5 petabytes (2560 terabytes) of data – the equivalent of 167 times the information contained in all the books in the US Library of Congress.\[1\]

Retail Banking

- FICO Card Detection System protects accounts world-wide.\[68\]

- The volume of business data worldwide, across all companies, doubles every 1.2 years, according to estimates.\[69\][70]

Real Estate

- Windermere Real Estate uses anonymous GPS signals from nearly 100 million drivers to help new home buyers determine their typical drive times to and from work throughout various times of the day.\[71\]

10.5.6 Science

The Large Hadron Collider experiments represent about 150 million sensors delivering data 40 million times per second. There are nearly 600 million collisions per second. After filtering and refraining from recording more than 99,99995%\[72\] of these streams, there are 100 collisions of interest per second.\[73][74][75]

- As a result, only working with less than 0.001% of the sensor stream data, the data flow from all four LHC experiments represents 25 petabytes annual rate before replication (as of 2012). This becomes nearly 200 petabytes after replication.

- If all sensor data were to be recorded in LHC, the data flow would be extremely hard to work with. The data flow would exceed 150 million petabytes annual rate, or nearly 500 exabytes per day, before replication. To put the number in perspective, this is equivalent to 500 quintillion ($5 \times 10^{20}$) bytes per day, almost 200 times more than all the other sources combined in the world.

The Square Kilometre Array is a telescope which consists of millions of antennas and is expected to be operational by 2024. Collectively, these antennas are expected to gather 14 exabytes and store one petabyte per day.\[76][77] It is considered to be one of the most ambitious scientific projects ever undertaken.

Science and Research

- When the Sloan Digital Sky Survey (SDSS) began collecting astronomical data in 2000, it amassed more in its first few weeks than all data collected in the history of astronomy. Continuing at a rate of about 200 GB per night, SDSS has amassed more than 140 terabytes of information. When the Large Synoptic Survey Telescope, successor to SDSS, comes online in 2016 it is anticipated to acquire that amount of data every five days.\[1\]

- Decoding the human genome originally took 10 years to process, now it can be achieved in less than a day: the DNA sequencers have divided the sequencing cost by 10,000 in the last ten years, which is 100 times cheaper than the reduction in cost predicted by Moore’s Law.\[78\]

- The NASA Center for Climate Simulation (NCCS) stores 32 petabytes of climate observations and simulations on the Discover supercomputing cluster.\[79\]

10.6 Research activities

Encrypted search and cluster formation in big data was demonstrated in March 2014 at the American Society of Engineering Education. Gautam Siwach engaged at Tackling the challenges of Big Data by MIT Computer Science and Artificial Intelligence Laboratory and Dr.
Amir Esmailpour at UNH Research Group investigated the key features of big data as formation of clusters and their interconnections. They focused on the security of big data and the actual orientation of the term towards the presence of different type of data in an encrypted form at cloud interface by providing the raw definitions and real time examples within the technology. Moreover, they proposed an approach for identifying the encoding technique to advance towards an expedited search over encrypted text leading to the security enhancements in big data. [80]

In March 2012, The White House announced a national “Big Data Initiative” that consisted of six Federal departments and agencies committing more than $200 million to big data research projects. [81]

The initiative included a National Science Foundation “Expeditions in Computing” grant of $10 million over 5 years to the AMPlab [82] at the University of California, Berkeley. [83] The AMPlab also received funds from DARPA, and over a dozen industrial sponsors and uses big data to attack a wide range of problems from predicting traffic congestion [84] to fighting cancer. [85]

The White House Big Data Initiative also included a commitment by the Department of Energy to provide $25 million in funding over 5 years to establish the Scalable Data Management, Analysis and Visualization (SDAV) Institute, [86] led by the Energy Department’s Lawrence Berkeley National Laboratory. The SDAV Institute aims to bring together the expertise of six national laboratories and seven universities to develop new tools to help scientists manage and visualize data on the Department’s supercomputers.

The U.S. state of Massachusetts announced the Massachusetts Big Data Initiative in May 2012, which provides funding from the state government and private companies to a variety of research institutions. [87] The Massachusetts Institute of Technology hosts the Intel Science and Technology Center for Big Data in the MIT Computer Science and Artificial Intelligence Laboratory, combining government, corporate, and institutional funding and research efforts. [88]

The European Commission is funding the 2-year-long Big Data Public Private Forum through their Seventh Framework Program to engage companies, academics and other stakeholders in discussing big data issues. The project aims to define a strategy in terms of research and innovation to guide supporting actions from the European Commission in the successful implementation of the big data economy. Outcomes of this project will be used as input for Horizon 2020, their next framework program. [89]

The British government announced in March 2014 the founding of the Alan Turing Institute, named after the computer pioneer and code-breaker, which will focus on new ways of collecting and analysing large sets of data. [90]

At the University of Waterloo Stratford Campus Canadian Open Data Experience (CODE) Inspiration Day, it was demonstrated how using data visualization techniques can increase the understanding and appeal of big data sets in order to communicate a story to the world. [91]

In order to make manufacturing more competitive in the United States (and globe), there is a need to integrate more American ingenuity and innovation into manufacturing; Therefore, National Science Foundation has granted the Industry University cooperative research center for Intelligent Maintenance Systems (IMS) at University of Cincinnati to focus on developing advanced predictive tools and techniques to be applicable in a big data environment. [61] [92] In May 2013, IMS Center held an industry advisory board meeting focusing on big data where presenters from various industrial companies discussed their concerns, issues and future goals in Big Data environment.

Computational social sciences — Anyone can use Application Programming Interfaces (APIs) provided by Big Data holders, such as Google and Twitter, to do research in the social and behavioral sciences. [89] Often these APIs are provided for free. [93] Tobias Preis et al. used Google Trends data to demonstrate that Internet users from countries with a higher per capita gross domestic product (GDP) are more likely to search for information about the future than information about the past. The findings suggest there may be a link between online behaviour and real-world economic indicators. [94] [95] [96] The authors of the study examined Google queries logs made by ratio of the volume of searches for the coming year (‘2011’) to the volume of searches for the previous year (‘2009’), which they call the ‘future orientation index’. [97] They compared the future orientation index to the per capita GDP of each country and found a strong tendency for countries in which Google users enquire more about the future to exhibit a higher GDP. The results hint that there may potentially be a relationship between the economic success of a country and the information-seeking behavior of its citizens captured in big data.

Tobias Preis and his colleagues Helen Susannah Moat and H. Eugene Stanley introduced a method to identify online precursors for stock market moves, using trading strategies based on search volume data provided by Google Trends. [96] Their analysis of Google search volume for 98 terms of varying financial relevance, published in Scientific Reports, [99] suggests that increases in search volume for financially relevant search terms tend to precede large losses in financial markets. [100] [101] [102] [103] [104] [105] [106] [107]

10.7 Critique

Critiques of the big data paradigm come in two flavors, those that question the implications of the approach itself, and those that question the way it is currently done.
10.7.1 Critiques of the big data paradigm

“A crucial problem is that we do not know much about the underlying empirical micro-processes that lead to the emergence of the [se] typical network characteristics of Big Data”. In their critique, Snijders, Matzat, and Reips point out that often very strong assumptions are made about mathematical properties that may not at all reflect what is really going on at the level of micro-processes. Mark Graham has leveled broad critiques at Chris Anderson’s assertion that big data will spell the end of theory: focusing in particular on the notion that big data will always need to be contextualized in their social, economic and political contexts. Even as companies invest eight- and nine-figure sums to derive insight from information streaming in from suppliers and customers, less than 40% of employees have sufficiently mature processes and skills to do so. To overcome this insight deficit, “big data”, no matter how comprehensive or well analyzed, needs to be complemented by “big judgment”, according to an article in the Harvard Business Review.

Much in the same line, it has been pointed out that the decisions based on the analysis of big data are inevitably “informed by the world as it was in the past, or, at best, as it currently is”. Fed by a large number of data on past experiences, algorithms can predict future development if the future is similar to the past. If the systems dynamics of the future change, the past can say little about the future. For this, it would be necessary to have a thorough understanding of the systems dynamic, which implies theory. As a response to this critique it has been suggested to combine big data approaches with computer simulations, such as agent-based models and Complex Systems. Agent-based models are increasingly getting better in predicting the outcome of social complexities of even unknown future scenarios through computer simulations that are based on a collection of mutually interdependent algorithms. In addition, use of multivariate methods that probe for the latent structure of the data, such as factor analysis and cluster analysis, have proven useful as analytic approaches that go well beyond the bi-variate approaches (cross-tabs) typically employed with smaller data sets.

In health and biology, conventional scientific approaches are based on experimentation. For these approaches, the limiting factor is the relevant data that can confirm or refute the initial hypothesis. A new postulate is accepted now in biosciences: the information provided by the data in huge volumes (omics) without prior hypothesis is complementary and sometimes necessary to conventional approaches based on experimentation. In the massive approaches it is the formulation of a relevant hypothesis to explain the data that is the limiting factor. The search logic is reversed and the limits of induction (“Glory of Science and Philosophy scandal”, C. D. Broad, 1926) are to be considered.

Privacy advocates are concerned about the threat to privacy represented by increasing storage and integration of personally identifiable information; expert panels have released various policy recommendations to conform practice to expectations of privacy.

10.7.2 Critiques of big data execution

Big data has been called a “fad” in scientific research and its use was even made fun of as an absurd practice in a satirical example on “pig data”. Researcher danah boyd has raised concerns about the use of big data in science neglecting principles such as choosing a representative sample by being too concerned about actually handling the huge amounts of data. This approach may lead to results bias in one way or another. Integration across heterogeneous data resources—some that might be considered “big data” and others not—presents formidable logistical as well as analytical challenges, but many researchers argue that such integrations are likely to represent the most promising new frontiers in science. In the provocative article “Critical Questions for Big Data”, the author title big data a part of mythology: “large data sets offer a higher form of intelligence and knowledge […], with the aura of truth, objectivity, and accuracy”. Users of big data are often “lost in the sheer volume of numbers”, and “working with Big Data is still subjective, and what it quantifies does not necessarily have a closer claim on objective truth”. Recent developments in BI domain, such as pro-active reporting especially target improvements in usability of Big Data, through automated filtering of non-useful data and correlations.

Big data analysis is often shallow compared to analysis of smaller data sets. In many big data projects, there is
no large data analysis happening, but the challenge is the extract, transform, load part of data preprocessing.\footnote{122}

Big data is a buzzword and a “vague term”,\footnote{123} but at the same time an “obsession”\footnote{123} with entrepreneurs, consultants, scientists and the media. Big data showcases such as Google Flu Trends failed to deliver good predictions in recent years, overstating the flu outbreaks by a factor of two. Similarly, Academy awards and election predictions solely based on Twitter were more often off than on target. Big data often poses the same challenges as small data; and adding more data does not solve problems of bias, but may emphasize other problems. In particular data sources such as Twitter are not representative of the overall population, and results drawn from such sources may then lead to wrong conclusions. Google Translate - which is based on big data statistical analysis of text - does a remarkably good job at translating web pages. However, results from specialized domains may be dramatically skewed. On the other hand, big data may also introduce new problems, such as the multiple comparisons problem: simultaneously testing a large set of hypotheses is likely to produce many false results that mistakenly appear to be significant. Ioannidis argued that “most published research findings are false”\footnote{124} due to essentially the same effect: when many scientific teams and researchers each perform many experiments (i.e. process a big amount of scientific data; although not with big data technology), the likelihood of a “significant” result being actually false grows fast - even more so, when only positive results are published.

\subsection{10.8 See also}

- Apache Accumulo
- Apache Hadoop
- Big Data to Knowledge
- Data Defined Storage
- Data mining
- Cask (company)
- Cloudera
- HPCC Systems
- Intelligent Maintenance Systems
- Internet of Things
- MapReduce
- Hortonworks
- Oracle NoSQL Database
- Nonlinear system identification
- Operations research
- Programming with Big Data in R (a series of R packages)
- Sqrl
- Supercomputer
- Talend
- Transreality gaming
- Tuple space
- Unstructured data
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Chapter 11
Euclidean distance

In mathematics, the Euclidean distance or Euclidean metric is the “ordinary” (i.e. straight line) distance between two points in Euclidean space. With this distance, Euclidean space becomes a metric space. The associated norm is called the Euclidean norm. Older literature refers to the metric as Pythagorean metric. A generalized term for the Euclidean norm is the $L^2$ norm or $L^2$ distance.

11.1 Definition

The Euclidean distance between points $p$ and $q$ is the length of the line segment connecting them ($pq$).

In Cartesian coordinates, if $p = (p_1, p_2, ..., p_n)$ and $q = (q_1, q_2, ..., q_n)$ are two points in Euclidean $n$-space, then the distance $(d)$ from $p$ to $q$, or from $q$ to $p$ is given by the Pythagorean formula:

$$d(p, q) = \sqrt{(q_1 - p_1)^2 + (q_2 - p_2)^2 + \cdots + (q_n - p_n)^2}$$

11.1.1 One dimension

In one dimension, the distance between two points on the real line is the absolute value of their numerical difference. Thus if $x$ and $y$ are two points on the real line, then the distance between them is given by:

$$\sqrt{(x - y)^2} = |x - y|.$$ 

In one dimension, there is a single homogeneous, translation-invariant metric (in other words, a distance that is induced by a norm), up to a scale factor of length, which is the Euclidean distance. In higher dimensions there are other possible norms.

11.1.2 Two dimensions

In the Euclidean plane, if $p = (p_1, p_2)$ and $q = (q_1, q_2)$ then the distance is given by

$$d(p, q) = \sqrt{(q_1 - p_1)^2 + (q_2 - p_2)^2}.$$
This is equivalent to the Pythagorean theorem.
Alternatively, it follows from (2) that if the polar coordinates of the point \( p \) are \( (r_1, \theta_1) \) and those of \( q \) are \( (r_2, \theta_2) \), then the distance between the points is

\[
\sqrt{r_1^2 + r_2^2 - 2r_1 r_2 \cos(\theta_1 - \theta_2)}.
\]

### 11.1.3 Three dimensions

In three-dimensional Euclidean space, the distance is

\[
d(p, q) = \sqrt{(p_1 - q_1)^2 + (p_2 - q_2)^2 + (p_3 - q_3)^2}.
\]

### 11.1.4 \( n \) dimensions

In general, for an \( n \)-dimensional space, the distance is

\[
d(p, q) = \sqrt{(p_1 - q_1)^2 + (p_2 - q_2)^2 + \cdots + (p_n - q_n)^2}.
\]

### 11.1.5 Squared Euclidean distance

The standard Euclidean distance can be squared in order to place progressively greater weight on objects that are farther apart. In this case, the equation becomes

\[
d^2(p, q) = (p_1 - q_1)^2 + (p_2 - q_2)^2 + \cdots + (p_n - q_n)^2.
\]

Squared Euclidean Distance is not a metric as it does not satisfy the triangle inequality, however, it is frequently used in optimization problems in which distances only have to be compared.

It is also referred to as quadrance within the field of rational trigonometry.

### 11.2 See also

- Chebyshev distance measures distance assuming only the most significant dimension is relevant.
- Euclidean distance matrix
- Hamming distance identifies the difference bit by bit of two strings
- Mahalanobis distance normalizes based on a covariance matrix to make the distance metric scale-invariant.
- Manhattan distance measures distance following only axis-aligned directions.

### 11.3 References

Chapter 12

Hamming distance

In information theory, the Hamming distance between two strings of equal length is the number of positions at which the corresponding symbols are different. In another way, it measures the minimum number of substitutions required to change one string into the other, or the minimum number of errors that could have transformed one string into the other.

A major application is in coding theory, more specifically to block codes, in which the equal-length strings are vectors over a finite field.

12.1 Examples

The Hamming distance between:

- "karolin" and "kathrin" is 3.
- "karolin" and "kerstin" is 3.
- 1011101 and 1001001 is 2.
- 2173896 and 2233796 is 3.

On a two-dimensional grid such as a chessboard, the Hamming distance is the minimum number of moves it would take a rook to move from one cell to the other.

12.2 Properties

For a fixed length \( n \), the Hamming distance is a metric on the vector space of the words of length \( n \) (also known as a Hamming space), as it fulfills the conditions of non-negativity, identity of indiscernibles and symmetry, and it can be shown by complete induction that it satisfies the triangle inequality as well.\[^1\] The Hamming distance between two words \( a \) and \( b \) can also be seen as the Hamming weight of \( a − b \) for an appropriate choice of the – operator.

For binary strings \( a \) and \( b \) the Hamming distance is equal to the number of ones (population count) in \( a \) XOR \( b \). The metric space of length-\( n \) binary strings, with the Hamming distance, is known as the Hamming cube; it is equivalent as a metric space to the set of distances between vertices in a hypercube graph. One can also view a binary string of length \( n \) as a vector in \( \mathbb{R}^n \) by treating each symbol in the string as a real coordinate; with this embedding, the strings form the vertices of an \( n \)-dimensional hypercube, and the Hamming distance of the strings is equivalent to the Manhattan distance between the vertices.

12.3 Error detection and error correction

The Hamming distance is used to define some essential notions in coding theory, such as error detecting and error correcting codes. In particular, a code \( C \) is said to be \( k \)-errors detecting if any two codewords \( c_1 \) and \( c_2 \) from \( C \) that have a Hamming distance less than \( k \) coincide; Otherwise put it, a code is \( k \)-errors detecting if and only if the minimum Hamming distance between any two of its codewords is at least \( k+1 \).\[^1\]

A code \( C \) is said to be \( k \)-errors correcting if for every word \( w \) in the underlying Hamming space \( H \) there exists at most one codeword \( c \) (from \( C \)) such that the Hamming distance between \( w \) and \( c \) is less than \( k \). In other words, a code is \( k \)-errors correcting if and only if the minimum Hamming distance between any two of its codewords is at least \( 2k+1 \). This is more easily understood geometrically as any closed balls of radius \( k \) centered on distinct codewords being disjoint.\[^1\] These balls are also called Hamming spheres in this context.\[^2\]

Thus a code with minimum Hamming distance \( d \) between its codewords can detect at most \( d−1 \) errors and can correct \( \lfloor (d−1)/2 \rfloor \) errors.\[^1\] The latter number is also called the packing radius or the error-correcting capability of the code.\[^2\]

12.4 History and applications

The Hamming distance is named after Richard Hamming, who introduced it in his fundamental paper on Hamming codes Error detecting and error correcting...
Hamming weight analysis of bits is used in several disciplines including information theory, coding theory, and cryptography.

It is used in telecommunication to count the number of flipped bits in a fixed-length binary word as an estimate of error, and therefore is sometimes called the signal distance. For $q$-ary strings over an alphabet of size $q \geq 2$ the Hamming distance is applied in case of the $q$-ary symmetric channel, while the Lee distance is used for phase-shift keying or more generally channels susceptible to synchronization errors because the Lee distance accounts for errors of $\pm 1$.

The Hamming distance is also used in systematics as a measure of genetic distance.

However, for comparing strings of different lengths, or strings where not just substitutions but also insertions or deletions have to be expected, a more sophisticated metric like the Levenshtein distance is more appropriate.

### 12.5 Algorithm example

The Python function `hamming_distance()` computes the Hamming distance between two strings (or other iterable objects) of equal length, by creating a sequence of Boolean values indicating mismatches and matches between corresponding positions in the two inputs, and then summing the sequence with False and True values being interpreted as zero and one.

```python
def hamming_distance(s1, s2):
    if len(s1) != len(s2):
        raise ValueError("Undefined for sequences of unequal length")
    return sum(ch1 != ch2 for ch1, ch2 in zip(s1, s2))
```

The following C function will compute the Hamming distance of two integers (considered as binary values, that is, as sequences of bits). The running time of this procedure is proportional to the Hamming distance rather than to the number of bits in the inputs. It computes the bitwise exclusive or of the two inputs, and then finds the Hamming weight of the result (the number of nonzero bits) using an algorithm of Wegner (1960) that repeatedly finds and clears the lowest-order nonzero bit.

```c
int hamming_distance(unsigned x, unsigned y) {
    int dist = 0;
    unsigned val = x ^ y; // Count the number of bits set while (val != 0) {
                       // A bit is set, so increment the count and clear the bit dist++;
                     val &= val - 1; }
    return dist;
}
```

### 12.6 See also
- Closest string
- Damerau–Levenshtein distance
- Euclidean distance
- Mahalanobis distance
- Jaccard index
- String metric
- Sørensen similarity index
- Word ladder

### 12.7 Notes


### 12.8 References

- This article incorporates public domain material from the General Services Administration document “Federal Standard 1037C”.
Chapter 13

Norm (mathematics)

This article is about linear algebra and analysis. For field theory, see Field norm. For ideals, see Ideal norm. For group theory, see Norm (group). For norms in descriptive set theory, see Prewellordering.

In linear algebra, functional analysis and related areas of mathematics, a norm is a function that assigns a strictly positive length or size to each vector in a vector space—save for the zero vector, which is assigned a length of zero. A seminorm, on the other hand, is allowed to assign zero length to some non-zero vectors (in addition to the zero vector).

A norm must also satisfy certain properties pertaining to scalability and additivity which are given in the formal definition below.

A simple example is the 2-dimensional Euclidean space $\mathbb{R}^2$ equipped with the Euclidean norm. Elements in this vector space (e.g., (3, 7)) are usually drawn as arrows in a 2-dimensional cartesian coordinate system starting at the origin (0, 0). The Euclidean norm assigns to each vector the length of its arrow. Because of this, the Euclidean norm is often known as the magnitude.

A vector space on which a norm is defined is called a normed vector space. Similarly, a vector space with a seminorm is called a seminormed vector space. It is often possible to supply a norm for a given vector space in more than one way.

### 13.1 Definition

Given a vector space $V$ over a subfield $F$ of the complex numbers, a **norm** on $V$ is a function $p : V \to \mathbb{R}$ with the following properties:1

1. $p(\alpha v) = |\alpha| p(v)$, (absolute homogeneity or absolute scalability).
2. $p(u + v) \leq p(u) + p(v)$ (triangle inequality or subadditivity).
3. If $p(v) = 0$ then $v$ is the zero vector (separates points).

By the first axiom, absolute homogeneity, we have $p(0) = 0$ and $p(−v) = p(v)$, so that by the triangle inequality

$$p(v) \geq 0 \text{ (positivity).}$$

A **seminorm** on $V$ is a function $p : V \to \mathbb{R}$ with the properties 1. and 2. above.

Every vector space $V$ with seminorm $p$ induces a normed space $V/W$, called the quotient space, where $W$ is the subspace of $V$ consisting of all vectors $v$ in $V$ with $p(v) = 0$. The induced norm on $V/W$ is clearly well-defined and is given by:

$$p(W + v) = p(v).$$

Two norms (or seminorms) $p$ and $q$ on a vector space $V$ are **equivalent** if there exist two real constants $c$ and $C$, with $c > 0$ such that

$$c q(v) \leq p(v) \leq C q(v).$$

A topological vector space is called **normable (seminormable)** if the topology of the space can be induced by a norm (seminorm).

### 13.2 Notation

If a norm $p : V \to \mathbb{R}$ is given on a vector space $V$ then the norm of a vector $v \in V$ is usually denoted by enclosing it within double vertical lines: $|v| = p(v)$. Such notation is also sometimes used if $p$ is only a seminorm.

For the length of a vector in Euclidean space (which is an example of a norm, as explained below), the notation $|v|$ with single vertical lines is also widespread.

In Unicode, the codepoint of the “double vertical line” character | is U+2016. The double vertical line should not be confused with the “parallel to” symbol, Unicode U+2225 (∥). This is usually not a problem because the former is used in parenthesis-like fashion, whereas the latter is used as an infix operator. The double vertical line
used here should also not be confused with the symbol
used to denote lateral clicks, Unicode U+01C1 (ǁ). The
single vertical line | is called “vertical line” in Unicode
and its codepoint is U+007C.

13.3 Examples

- All norms are seminorms.
- The trivial seminorm has \( p(x) = 0 \) for all \( x \) in \( V \).
- Every linear form \( f \) on a vector space defines a semi-
norm by \( x \rightarrow |f(x)| \).

13.3.1 Absolute-value norm

The absolute value

\[ \|x\| = |x| \]

is a norm on the one-dimensional vector spaces formed
by the real or complex numbers.

13.3.2 Euclidean norm

Main article: Euclidean distance

On an \( n \)-dimensional Euclidean space \( \mathbb{R}^n \), the intuitive
notion of length of the vector \( x = (x_1, x_2, ..., x_n) \) is cap-
tured by the formula

\[ \|x\| := \sqrt{x_1^2 + \cdots + x_n^2}. \]

This gives the ordinary distance from the origin to the point \( x \), a consequence of the Pythagorean theorem. The Euclidean norm is by far the most commonly used norm
on \( \mathbb{R}^n \), but there are other norms on this vector space as
will be shown below. However all these norms are equivalent in the sense that they all define the same topology.

On an \( n \)-dimensional complex space \( \mathbb{C}^n \) the most com-
mon norm is

\[ \|z\| := \sqrt{|z_1|^2 + \cdots + |z_n|^2} = \sqrt{z_1 \bar{z}_1 + \cdots + z_n \bar{z}_n}. \]

In both cases we can also express the norm as the square
root of the inner product of the vector and itself:

\[ \|x\| := \sqrt{x^* \cdot x}, \]

where \( x \) is represented as a column vector \((x_1; x_2; ...; x_n)\), and \( x^* \) denotes its conjugate transpose.

13.3.3 Taxicab norm or Manhattan norm

Main article: Taxicab geometry

On an \( n \)-dimensional Euclidean space \( \mathbb{R}^n \), the intuitive
notion of length of the vector \( x = (x_1, x_2, ..., x_n) \) is cap-
tured by the formula

\[ \|x\|_1 := \sum_{i=1}^{n} |x_i| . \]

The name relates to the distance a taxi has to drive in a
rectangular street grid to get from the origin to the point \( x \).

The set of vectors whose 1-norm is a given constant forms
the surface of a cross polytope of dimension equivalent
to that of the norm minus 1. The Taxicab norm is also
called the \( L_1 \) norm. The distance derived from this norm
is called the Manhattan distance or \( L_1 \) distance.

The 1-norm is simply the sum of the absolute values of
the columns.

In contrast,

\[ \sum_{i=1}^{n} x_i \]

is not a norm because it may yield negative results.

13.3.4 \( p \)-norm

Main article: \( L^p \) space

This formula is valid for any inner product space, includ-
ing Euclidean and complex spaces. For Euclidean spaces,
the inner product is equivalent to the dot product. Hence,
in this specific case the formula can be also written with
the following notation:

\[ ||x|| := \sqrt{x \cdot x}. \]

The Euclidean norm is also called the Euclidean length,
\( L^2 \) distance, \( \ell^2 \) distance, \( L^2 \) norm, or \( \ell^2 \) norm; see \( L^p \)
space.

The set of vectors in \( \mathbb{R}^{n+1} \) whose Euclidean norm is a
given positive constant forms an \( n \)-sphere.

Euclidean norm of a complex number

The Euclidean norm of a complex number is the absolute
value (also called the modulus) of it, if the complex plane
is identified with the Euclidean plane \( \mathbb{R}^2 \). This identifi-
cation of the complex number \( x + iy \) as a vector in the
Euclidean plane, makes the quantity \( \sqrt{x^2 + y^2} \) (as first
suggested by Euler) the Euclidean norm associated with
the complex number.
Let $p \geq 1$ be a real number.

$$\|x\|_p := \left(\sum_{i=1}^{n} |x_i|^p \right)^{1/p}.$$  

Note that for $p = 1$ we get the taxicab norm, for $p = 2$ we get the Euclidean norm, and as $p$ approaches $\infty$ the $p$-norm approaches the infinity norm or maximum norm. Note that the $p$-norm is related to the Hölder mean.

This definition is still of some interest for $0 < p < 1$, but the resulting function does not define a norm, because it violates the triangle inequality. What is true for this case of $0 < p < 1$, even in the measurable analog, is that the corresponding $L^p$ class is a vector space, and it is also true that the function

$$\int_X |f(x) - g(x)|^p \, d\mu$$

(without $p$th root) defines a distance that makes $L^p(X)$ into a complete metric topological vector space. These spaces are of great interest in functional analysis, probability theory, and harmonic analysis. However, outside trivial cases, this topological vector space is not locally convex and has no continuous nonzero linear forms. Thus the topological dual space contains only the zero functional.

The derivative of the $p$-norm is given by

$$\frac{\partial}{\partial x_k} \|x\|_p = \frac{x_k |x_k|^{p-2}}{\|x\|^{p-1}}.$$  

For the special case of $p = 2$, this becomes

$$\frac{\partial}{\partial x_k} \|x\|_2 = \frac{x_k}{\|x\|_2},$$

or

$$\frac{\partial}{\partial x} \|x\|_2 = \frac{x}{\|x\|_2}.$$  

### 13.3.5 Maximum norm (special case of: infinity norm, uniform norm, or supremum norm)

Main article: Maximum norm

$$\|x\|_\infty := \max (|x_1|, \ldots, |x_n|).$$

The set of vectors whose infinity norm is a given constant, $c$, forms the surface of a hypercube with edge length $2c$.

### 13.3.6 Zero norm

In probability and functional analysis, the zero norm induces a complete metric topology for the space of measurable functions and for the $F$-space of sequences with $F$-norm $(x_n) \mapsto \sum_n 2^{-n} x_n/(1 + x_n)$, which is discussed by Stefan Rolewicz in Metric Linear Spaces.\[^{[3]}\]

Hamming distance of a vector from zero

See also: Hamming distance and discrete metric

In metric geometry, the discrete metric takes the value one for distinct points and zero otherwise. When applied coordinate-wise to the elements of a vector space, the discrete distance defines the Hamming distance, which is important in coding and information theory. In the field of real or complex numbers, the distance of the discrete metric from zero is not homogeneous in the non-zero point; indeed, the distance from zero remains one as its non-zero argument approaches zero. However, the discrete distance of a number from zero does satisfy the other properties of a norm, namely the triangle inequality and positive definiteness. When applied component-wise to vectors, the discrete distance from zero behaves like a non-homogeneous “norm”, which counts the number of non-zero components in its vector argument; again, this non-homogeneous “norm” is discontinuous.

In signal processing and statistics, David Donoho referred to the zero “norm” with quotation marks. Following Donoho’s notation, the zero “norm” of $x$ is simply the number of non-zero coordinates of $x$, or the Hamming distance of the vector from zero. When this “norm” is localized to a bounded set, it is the limit of $p$-norms as $p$ approaches 0. Of course, the zero “norm” is not a B-norm,
because it is not positive homogeneous. It is not even an F-norm, because it is discontinuous, jointly and severally, with respect to the scalar argument in scalar–vector multiplication and with respect to its vector argument. Abusing terminology, some engineers omit Donoho’s quotation marks and inappropriately call the number-of-nonzeroes function the L0 norm (sic.), also misusing the notation for the Lebesgue space of measurable functions.

13.3.7 Other norms

Other norms on \( \mathbb{R}^n \) can be constructed by combining the above; for example

\[
\| x \| := 2 |x_1| + \sqrt{3} |x_2|^2 + \max(|x_3|, 2 |x_4|)^2
\]

is a norm on \( \mathbb{R}^4 \).

For any norm and any injective linear transformation \( A \) we can define a new norm of \( x \), equal to

\[
\| Ax \|.
\]

In 2D, with \( A \) a rotation by 45° and a suitable scaling, this changes the taxicab norm into the maximum norm. In 2D, each \( A \) applied to the taxicab norm, up to inversion and interchanging of axes, gives a different unit ball: a parallelogram of a particular shape, size and orientation. In 3D this is similar but different for the 1-norm (octahedrons) and the maximum norm (prisms with parallelogram base).

All the above formulas also yield norms on \( \mathbb{C}^n \) without modification.

13.3.8 Infinite-dimensional case

The generalization of the above norms to an infinite number of components leads to the \( L^p \) spaces, with norms

\[
\| x \|_p = \left( \sum_{i \in \mathbb{N}} |x_i|^p \right)^{1/p}
\]

resp.

\[
\| f \|_{p,X} = \left( \int_X |f(x)|^p \right)^{1/p}
\]

(for complex-valued sequences \( x \) resp. functions \( f \) defined on \( X \subset \mathbb{R} \)), which can be further generalized (see Haar measure).

Any inner product induces in a natural way the norm

\[
\| x \| := \sqrt{\langle x, x \rangle}.
\]

Other examples of infinite dimensional normed vector spaces can be found in the Banach space article.

13.4 Properties

The concept of unit circle (the set of all vectors of norm 1) is different in different norms: for the 1-norm the unit circle in \( \mathbb{R}^2 \) is a square, for the 2-norm (Euclidean norm) it is the well-known unit circle, while for the infinity norm it is a different square. For any \( p \)-norm it is a superellipse (with congruent axes). See the accompanying illustration. Note that due to the definition of the norm, the unit circle is always convex and centrally symmetric (therefore, for example, the unit ball may be a rectangle but cannot be a triangle).

In terms of the vector space, the seminorm defines a topology on the space, and this is a Hausdorff topology precisely when the seminorm can distinguish between distinct vectors, which is again equivalent to the seminorm being a norm. The topology thus defined (by either a norm or a seminorm) can be understood either in terms of sequences or open sets. A sequence of vectors \( \{ v_n \} \) is said to converge in norm to \( v \) if \( \| v_n - v \| \to 0 \) as \( n \to \infty \). Equivalently, the topology consists of all sets that can be represented as a union of open balls.

Two norms \( \| \cdot \|_\alpha \) and \( \| \cdot \|_\beta \) on a vector space \( V \) are called equivalent if there exist positive real numbers \( C \) and \( D \) such that for all \( x \) in \( V \)

\[
C \| x \|_\alpha \leq \| x \|_\beta \leq D \| x \|_\alpha.
\]

For instance, on \( \mathbb{C}^n \), if \( p > r > 0 \), then

\[
\| x \|_p \leq \| x \|_r \leq n^{(1/r - 1/p)} \| x \|_p.
\]

In particular,

\[
\| x \|_2 \leq \| x \|_1 \leq \sqrt{n} \| x \|_2
\]

\[
\| x \|_\infty \leq \| x \|_2 \leq \sqrt{n} \| x \|_\infty
\]

\[
\| x \|_\infty \leq \| x \|_1 \leq n \| x \|_\infty.
\]

If the vector space is a finite-dimensional real or complex one, all norms are equivalent. On the other hand, in the case of infinite-dimensional vector spaces, not all norms are equivalent.

Equivalent norms define the same notions of continuity and convergence and for many purposes do not need to be distinguished. To be more precise the uniform structure defined by equivalent norms on the vector space is uniformly isomorphic.

Every (semi-)norm is a sublinear function, which implies that every norm is a convex function. As a result, finding a global optimum of a norm-based objective function is often tractable.

Given a finite family of seminorms \( p_i \) on a vector space the sum
\[ p(x) := \sum_{i=0}^{n} p_i(x) \]
is again a seminorm.

For any norm \( p \) on a vector space \( V \), we have that for all \( u \) and \( v \in V \):

\[ p(u \pm v) \geq |p(u) - p(v)|. \]

**Proof:** Applying the triangular inequality to both \( p(u - 0) \) and \( p(v - 0) \):

\[
\begin{align*}
p(u - 0) &\leq p(u - v) + p(v - 0) \Rightarrow p(u - v) \geq p(u) - p(v) \\
p(u - 0) &\leq p(u + v) + p(0 - v) \Rightarrow p(u + v) \geq p(u) - p(v) \\
p(v - 0) &\leq p(u - v) + p(u - 0) \Rightarrow p(u - v) \geq p(v) - p(u) \\
p(v - 0) &\leq p(u + v) + p(0 - u) \Rightarrow p(u + v) \geq p(v) - p(u)
\end{align*}
\]
Thus, \( p(u \pm v) \geq |p(u) - p(v)|. \)

If \( X \) and \( Y \) are normed spaces and \( u : X \to Y \) is a continuous linear map, then the norm of \( u \) and the norm of the transpose of \( u \) are equal.\(^[4]\)

For the \( l^p \) norms, we have Hölder’s inequality\(^[5]\)

\[ |x^T y| \leq \|x\|_p \|y\|_q \left( \frac{1}{p} + \frac{1}{q} = 1 \right). \]

A special case of this is the Cauchy–Schwarz inequality:\(^[5]\)

\[ |x^T y| \leq \|x\|_2 \|y\|_2. \]

### 13.5 Classification of seminorms: absolutely convex absorbing sets

All seminorms on a vector space \( V \) can be classified in terms of absolutely convex absorbing sets in \( V \). To each such set, \( A \), corresponds a seminorm \( pA \) called the **gauge** of \( A \), defined as

\[ pA(x) := \inf \{ \alpha : \alpha > 0, x \in \alpha A \} \]

with the property that

\[ \{ x : pA(x) < 1 \} \subseteq A \subseteq \{ x : pA(x) \leq 1 \}. \]

Conversely:

Any locally convex topological vector space has a local basis consisting of absolutely convex sets. A common method to construct such a basis is to use a family \( (p) \) of seminorms \( p \) that separates points: the collection of all finite intersections of sets \( \{ p < 1/n \} \) turns the space into a locally convex topological vector space so that every \( p \) is continuous.

Such a method is used to design weak and weak\(^*\) topologies.

### 13.6 Generalizations

There are several generalizations of norms and seminorms. If \( p \) is absolute homogeneity but in place of subadditivity we require that then \( p \) satisfies the triangle inequality but is called a **quasi-seminorm** and the smallest value of \( b \) for which this holds is called the **multiplier of** \( p \); if in addition \( p \) separates points then it is called a **quasi-norm**.

On the other hand, if \( p \) satisfies the triangle inequality but in place of absolute homogeneity we require that then \( p \) is called a **\( k \)-seminorm**.

We have the following relationship between quasi-seminorms and \( k \)-seminorms:

Suppose that \( q \) is a quasi-seminorm on a vector space \( X \) with multiplier \( b \). If \( 0 < k < \log_2 b \) then there exists \( k \)-seminorm \( p \) on \( X \) equivalent to \( q \).

### 13.7 See also

- Normed vector space
- Asymmetric norm
- Matrix norm
13.8 Notes


[2] Except in $\mathbb{R}^1$, where it coincides with the Euclidean norm, and $\mathbb{R}^0$, where it is trivial.


13.9 References


Illustrations of unit circles in different norms.
Chapter 14

Regularization (mathematics)

For other uses in related fields, see Regularization (disambiguation).

Regularization, in mathematics and statistics and particularly in the fields of machine learning and inverse problems, refers to a process of introducing additional information in order to solve an ill-posed problem or to prevent overfitting. This information is usually of the form of a penalty for complexity, such as restrictions for smoothness or bounds on the vector space norm.

A theoretical justification for regularization is that it attempts to impose Occam’s razor on the solution. From a Bayesian point of view, many regularization techniques correspond to imposing certain prior distributions on model parameters.

The same idea arose in many fields of science. For example, the least-squares method can be viewed as a very simple form of regularization. A simple form of regularization applied to integral equations, generally termed Tikhonov regularization after Andrey Nikolayevich Tikhonov, is essentially a trade-off between fitting the data and reducing a norm of the solution. More recently, non-linear regularization methods, including total variation regularization have become popular.

14.1 Regularization in statistics and machine learning

In statistics and machine learning, regularization methods are used for model selection, in particular to prevent overfitting by penalizing models with extreme parameter values. The most common variants in machine learning are $L_1$ and $L_2$ regularization, which can be added to learning algorithms that minimize a loss function $E(X, Y)$ by instead minimizing $E(X, Y) + \alpha ||w||$, where $w$ is the model’s weight vector, $|| \cdot ||$ is either the $L_1$ norm or the squared $L_2$ norm, and $\alpha$ is a free parameter that needs to be tuned empirically (typically by cross-validation; see hyperparameter optimization). This method applies to many models. When applied in linear regression, the resulting models are termed lasso or ridge regression, but regularization is also employed in (binary and multiclass) logistic regression, neural nets, support vector machines, conditional random fields and some matrix decomposition methods. $L_2$ regularization may also be called “weight decay”, in particular in the setting of neural nets. $L_1$ regularization is often preferred because it produces sparse models and thus performs feature selection within the learning algorithm, but since the $L_1$ norm is not differentiable, it may require changes to learning algorithms, in particular gradient-based learners.\[1\][2]

Bayesian learning methods make use of a prior probability that (usually) gives lower probability to more complex models. Well-known model selection techniques include the Akaike information criterion (AIC), minimum description length (MDL), and the Bayesian information criterion (BIC). Alternative methods of controlling overfitting not involving regularization include cross-validation.

Regularization can be used to fine-tune model complexity using an augmented error function with cross-validation. The data sets used in complex models can produce a levelling-off of validation as complexity of the models increases. Training data sets errors decrease while the validation data set error remains constant. Regularization introduces a second factor which weights the penalty against more complex models with an increasing variance in the data errors. This gives an increasing penalty as model complexity increases.\[3\]

Examples of applications of different methods of regularization to the linear model are:

A linear combination of the LASSO and ridge regression methods is elastic net regularization.

14.2 See also

- Bayesian interpretation of regularization
- Regularization by spectral filtering
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Chapter 15

Loss function

In mathematical optimization, statistics, decision theory and machine learning, a loss function or cost function is a function that maps an event or values of one or more variables onto a real number intuitively representing some “cost” associated with the event. An optimization problem seeks to minimize a loss function. An objective function is either a loss function or its negative (sometimes called a reward function, a profit function, a utility function, etc.), in which case it is to be maximized.

In statistics, typically a loss function is used for parameter estimation, and the event in question is some function of the difference between estimated and true values for an instance of data. The concept, as old as Laplace, was reintroduced in statistics by Abraham Wald in the middle of the 20th century.[1] In the context of economics, for example, this is usually economic cost or regret. In classification, it is the penalty for an incorrect classification of an example. In actuarial science, it is used in an insurance context to model benefits paid over premiums, particularly since the works of Harald Cramér in the 1920s.[2] In optimal control the loss is the penalty for failing to achieve a desired value. In financial risk management the function is precisely mapped to a monetary loss.

15.1 Use in statistics

Parameter estimation for supervised learning tasks such as regression or classification can be formulated as the minimization of a loss function over a training set. The goal of estimation is to find a function that models its input well: if it were applied to the training set, it should predict the values (or class labels) associated with the samples in that set. The loss function quantifies the amount by which the prediction deviates from the actual values.

15.1.1 Definition

Formally, we begin by considering some family of distributions for a random variable $X$, that is indexed by some $\theta$.

More intuitively, we can think of $X$ as our “data”, perhaps $X = (X_1, \ldots, X_n)$, where $X_i \sim F_{\theta}$ i.i.d. The $X$ is the set of things the decision rule will be making decisions on. There exists some number of possible ways $F_{\theta}$ to model our data $X$, which our decision function can use to make decisions. For a finite number of models, we can thus think of $\theta$ as the index to this family of probability models. For an infinite family of models, it is a set of parameters to the family of distributions.

On a more practical note, it is important to understand that, while it is tempting to think of loss functions as necessarily parametric (since they seem to take $\theta$ as a “parameter”), the fact that $\theta$ is infinite-dimensional is completely incompatible with this notion; for example, if the family of probability functions is uncountably infinite, $\theta$ indexes an uncountably infinite space.

From here, given a set $A$ of possible actions, a decision rule is a function $\delta : X \rightarrow A$.

15.2 Expected loss

The value of the loss function itself is a random quantity because it depends on the outcome of a random variable $X$. Both frequentist and Bayesian statistical theory involve making a decision based on the expected value of the loss function: however this quantity is defined differently under the two paradigms.

15.2.1 Frequentist expected loss

We first define the expected loss in the frequentist context. It is obtained by taking the expected value with respect to the probability distribution, $P_{\theta}$, of the observed data, $X$. This is also referred to as the risk function of the decision rule $\delta$ and the parameter $\theta$. Here the decision rule depends on the outcome of $X$. The risk function is given by[8]
15.3. DECISION RULES

\[ R(\theta, \delta) = E_\theta L(\theta, \delta(X)) = \int_X L(\theta, \delta(x)) \, dP_\theta(x). \]

15.2.2 Bayesian expected loss

In a Bayesian approach, the expectation is calculated using the posterior distribution \( \pi^* \) of the parameter \( \theta \):

\[ \rho(\pi^*, a) = \int_\Theta L(\theta, a) \, d\pi^*(\theta) \]

One then should choose the action \( a^* \) which minimises the expected loss. Although this will result in choosing the same action as would be chosen using the frequentist risk, the emphasis of the Bayesian approach is that one is only interested in choosing the optimal action under the actual observed data, whereas choosing the actual Bayes optimal decision rule, which is a function of all possible observations, is a much more difficult problem.

15.2.3 Economic choice under uncertainty

In economics, decision-making under uncertainty is often modelled using the von Neumann-Morgenstern utility function of the uncertain variable of interest, such as end-of-period wealth. Since the value of this variable is uncertain, so is the value of the utility function; it is the expected value of utility that is maximized.

15.2.4 Examples

- For a scalar parameter \( \theta \), a decision function whose output \( \hat{\theta} \) is an estimate of \( \theta \), and a quadratic loss function

\[ L(\theta, \hat{\theta}) = (\theta - \hat{\theta})^2, \]

the risk function becomes the mean squared error of the estimate,

\[ R(\theta, \hat{\theta}) = E_\theta (\theta - \hat{\theta})^2. \]

- In density estimation, the unknown parameter is probability density itself. The loss function is typically chosen to be a norm in an appropriate function space. For example, for \( L^2 \) norm,

\[ L(f, \hat{f}) = \|f - \hat{f}\|_2^2, \]

15.3 Decision rules

A decision rule makes a choice using an optimality criterion. Some commonly used criteria are:

- **Minimax**: Choose the decision rule with the lowest worst loss — that is, minimize the worst-case (maximum possible) loss:

\[ \arg \min_{\delta} \max_{\theta \in \Theta} R(\theta, \delta). \]

- **Invariance**: Choose the optimal decision rule which satisfies an invariance requirement.

- Choose the decision rule with the lowest average loss (i.e. minimize the expected value of the loss function):

\[ \arg \min_{\delta} \int_{\theta \in \Theta} R(\theta, \delta) \, p(\theta) \, d\theta. \]

15.4 Selecting a loss function

Sound statistical practice requires selecting an estimator consistent with the actual acceptable variation experienced in the context of a particular applied problem. Thus, in the applied use of loss functions, selecting which statistical method to use to model an applied problem depends on knowing the losses that will be experienced from being wrong under the problem’s particular circumstances.\(^9\)

A common example involves estimating "location." Under typical statistical assumptions, the mean or average is the statistic for estimating location that minimizes the expected loss experienced under the squared-error loss function, while the median is the estimator that minimizes expected loss experienced under the absolute-difference loss function. Still different estimators would be optimal under other, less common circumstances.

In economics, when an agent is risk neutral, the objective function is simply expressed in monetary terms, such as profit, income, or end-of-period wealth.
But for risk-averse (or risk-loving) agents, loss is measured as the negative of a utility function, which represents satisfaction and is usually interpreted in ordinal terms rather than in cardinal (absolute) terms.

Other measures of cost are possible, for example mortality or morbidity in the field of public health or safety engineering.

For most optimization algorithms, it is desirable to have a loss function that is globally continuous and differentiable.

Two very commonly used loss functions are the squared loss, $L(a) = a^2$, and the absolute loss, $L(a) = |a|$. However the absolute loss has the disadvantage that it is not differentiable at $a = 0$. The squared loss has the disadvantage that it has the tendency to be dominated by outliers—when summing over a set of $a$’s (as in $\sum_{i=1}^n L(a_i)$), the final sum tends to be the result of a few particularly large $a$-values, rather than an expression of the average $a$-value.

The choice of a loss function is not arbitrary. It is very restrictive and sometimes the loss function may be characterized by its desirable properties. Among the choice principles are, for example, the requirement of completeness of the class of symmetric statistics in the case of i.i.d. observations, the principle of complete information, and some others.

### 15.5 Loss functions in Bayesian statistics

One of the consequences of Bayesian inference is that in addition to experimental data, the loss function does not in itself wholly determine a decision. What is important is the relationship between the loss function and the posterior probability. So it is possible to have two different loss functions which lead to the same decision when the prior probability distributions associated with each compensate for the details of each loss function.

Combining the three elements of the prior probability, the data, and the loss function then allows decisions to be based on maximizing the subjective expected utility, a concept introduced by Leonard J. Savage.

### 15.6 Regret

Main article: Regret (decision theory)

Savage also argued that using non-Bayesian methods such as minimax, the loss function should be based on the idea of regret, i.e., the loss associated with a decision should be the difference between the consequences of the best decision that could have been taken had the underlying circumstances been known and the decision that was in fact taken before they were known.

### 15.7 Quadratic loss function

The use of a quadratic loss function is common, for example when using least squares techniques. It is often more mathematically tractable than other loss functions because of the properties of variances, as well as being symmetric: an error above the target causes the same loss as the same magnitude of error below the target. If the target is $t$, then a quadratic loss function is

$$\lambda(x) = C(t - x)^2$$

for some constant $C$; the value of the constant makes no difference to a decision, and can be ignored by setting it equal to 1.

Many common statistics, including t-tests, regression models, design of experiments, and much else, use least squares methods applied using linear regression theory, which is based on the quadratic loss function.

The quadratic loss function is also used in linear-quadratic optimal control problems. In these problems, even in the absence of uncertainty, it may not be possible to achieve the desired values of all target variables. Often loss is expressed as a quadratic form in the deviations of the variables of interest from their desired values; this approach is tractable because it results in linear first-order conditions. In the context of stochastic control, the expected value of the quadratic form is used.

### 15.8 0-1 loss function

In statistics and decision theory, a frequently used loss function is the 0-1 loss function

$$L(\hat{y}, y) = I(\hat{y} \neq y),$$

where $I$ is the indicator notation.

### 15.9 See also

- Discounted maximum loss
- Hinge loss
- Scoring rule
15.10 References


[8] Here,

- \( \theta \) is a fixed but possibly unknown state of nature;
- \( X \) is a vector of observations stochastically drawn from a population;
- \( E_\theta \) is the expectation over all population values of \( X \);
- \( dP_\theta \) is a probability measure over the event space of \( X \), parametrized by \( \theta \); and
- the integral is evaluated over the entire support of \( X \).


15.11 Further reading


Chapter 16

Least squares

The method of least squares is a standard approach in regression analysis to the approximate solution of overdetermined systems, i.e., sets of equations in which there are more equations than unknowns. "Least squares" means that the overall solution minimizes the sum of the squares of the errors made in the results of every single equation.

The most important application is in data fitting. The best fit in the least-squares sense minimizes the sum of squared residuals, a residual being the difference between an observed value and the fitted value provided by a model. When the problem has substantial uncertainties in the independent variable (the $x$ variable), then simple regression and least squares methods have problems; in such cases, the methodology required for fitting errors-in-variables models may be considered instead of that for least squares.

Least squares problems fall into two categories: linear or ordinary least squares and non-linear least squares, depending on whether or not the residuals are linear in all unknowns. The linear least-squares problem occurs in statistical regression analysis; it has a closed-form solution. The non-linear problem is usually solved by iterative refinement; at each iteration the system is approximated by a linear one, and thus the core calculation is similar in both cases.

Polynomial least squares describes the variance in a prediction of the dependent variable as a function of the independent variable and the deviations from the fitted curve.

When the observations come from an exponential family and mild conditions are satisfied, least-squares estimates and maximum-likelihood estimates are identical.\footnote{The method of least squares can also be derived as a method of moments estimator.}

The following discussion is mostly presented in terms of linear functions but the use of least-squares is valid and practical for more general families of functions. Also, by iteratively applying local quadratic approximation to the likelihood (through the Fisher information), the least-squares method may be used to fit a generalized linear model.

For the topic of approximating a function by a sum of others using an objective function based on squared distances, see least squares (function approximation).

The result of fitting a set of data points with a quadratic function.

The least-squares method is usually credited to Carl Friedrich Gauss \cite{Gauss}, but it was first published by Adrien-Marie Legendre.\footnote{The method of least squares grew out of the fields of astronomy and geodesy as scientists and mathematicians sought to provide solutions to the challenges of navigating the Earth’s oceans during the Age of Exploration. The accurate description of the behavior of celestial bodies was the key to enabling ships to sail in open seas, where sailors could no longer rely on land sightings for navigation.}

16.1 History

16.1.1 Context

The method of least squares grew out of the fields of astronomy and geodesy as scientists and mathematicians sought to provide solutions to the challenges of navigating the Earth’s oceans during the Age of Exploration. The accurate description of the behavior of celestial bodies was the key to enabling ships to sail in open seas, where sailors could no longer rely on land sightings for navigation.
The method was the culmination of several advances that took place during the course of the eighteenth century:\[4\]

- The combination of different observations as being the best estimate of the true value; errors decrease with aggregation rather than increase, perhaps first expressed by Roger Cotes in 1722.

- The combination of different observations taken under the same conditions contrary to simply trying one’s best to observe and record a single observation accurately. The approach was known as the method of averages. This approach was notably used by Tobias Mayer while studying the librations of the moon in 1750, and by Pierre-Simon Laplace in his work in explaining the differences in motion of Jupiter and Saturn in 1788.

- The combination of different observations taken under different conditions. The method came to be known as the method of least absolute deviation. It was notably performed by Roger Joseph Boscovich in his work on the shape of the earth in 1757 and by Pierre-Simon Laplace for the same problem in 1799.

- The development of a criterion that can be evaluated to determine when the solution with the minimum error has been achieved. Laplace tried to specify a mathematical form of the probability density for the errors and define a method of estimation that minimizes the error of estimation. For this purpose, Laplace used a symmetric two-sided exponential distribution we now call Laplace distribution to model the error distribution, and used the sum of absolute deviation as error of estimation. He felt these to be the simplest assumptions he could make, and he had hoped to obtain the arithmetic mean as the best estimate. Instead, his estimator was the posterior median.

16.1.2 The method

The first clear and concise exposition of the method of least squares was published by Legendre in 1805.\[5\] The technique is described as an algebraic procedure for fitting linear equations to data and Legendre demonstrates the new method by analyzing the same data as Laplace for the shape of the earth. The value of Legendre’s method of least squares was immediately recognized by leading astronomers and geodesists of the time.

In 1809 Carl Friedrich Gauss published his method of calculating the orbits of celestial bodies. In that work he claimed to have been in possession of the method of least squares since 1795. This naturally led to a priority dispute with Legendre. However, to Gauss’s credit, he went beyond Legendre and succeeded in connecting the method of least squares with the principles of probability and to the normal distribution. He had managed to complete Laplace’s program of specifying a mathematical form of the probability density for the observations, depending on a finite number of unknown parameters, and define a method of estimation that minimizes the error of estimation. Gauss showed that arithmetic mean is indeed the best estimate of the location parameter by changing both the probability density and the method of estimation. He then turned the problem around by asking what form the density should have and what method of estimation should be used to get the arithmetic mean as estimate of the location parameter. In this attempt, he invented the normal distribution.

An early demonstration of the strength of Gauss’ Method came when it was used to predict the future location of the newly discovered asteroid Ceres. On 1 January 1801, the Italian astronomer Giuseppe Piazzi discovered
Ceres and was able to track its path for 40 days before it was lost in the glare of the sun. Based on this data, astronomers desired to determine the location of Ceres after it emerged from behind the sun without solving the complicated Kepler’s nonlinear equations of planetary motion. The only predictions that successfully allowed Hungarian astronomer Franz Xaver von Zach to relocate Ceres were those performed by the 24-year-old Gauss using least-squares analysis.

In 1810, after reading Gauss’s work, Laplace, after proving the central limit theorem, used it to give a large sample justification for the method of least square and the normal distribution. In 1822, Gauss was able to state that the least-squares approach to regression analysis is optimal in the sense that in a linear model where the errors have a mean of zero, are uncorrelated, and have equal variances, the best linear unbiased estimator of the coefficients is the least-squares estimator. This result is known as the Gauss–Markov theorem.

The idea of least-squares analysis was also independently formulated by the American Robert Adrain in 1808. In the next two centuries workers in the theory of errors and in statistics found many different ways of implementing least squares.\(^6\)

### 16.2 Problem statement

The objective consists of adjusting the parameters of a model function to best fit a data set. A simple data set consists of \(n\) points (data pairs) \((x_i, y_i), i = 1, \ldots, n\), where \(x_i\) is an independent variable and \(y_i\) is a dependent variable whose value is found by observation. The model function has the form \(f(x, \beta)\), where \(m\) adjustable parameters are held in the vector \(\beta\). The goal is to find the parameter values for the model which “best” fits the data. The least squares method finds its optimum when the sum, \(S\), of squared residuals

\[
S = \sum_{i=1}^{n} r_i^2
\]

is a minimum. A residual is defined as the difference between the actual value of the dependent variable and the value predicted by the model.

\[ r_i = y_i - f(x_i, \beta). \]

An example of a model is that of the straight line in two dimensions. Denoting the intercept as \(\beta_0\) and the slope as \(\beta_1\), the model function is given by \(f(x, \beta) = \beta_0 + \beta_1 x\). See linear least squares for a fully worked out example of this model.

A data point may consist of more than one independent variable. For example, when fitting a plane to a set of height measurements, the plane is a function of two independent variables, \(x\) and \(z\), say. In the most general case there may be one or more independent variables and one or more dependent variables at each data point.

### 16.3 Limitations

This regression formulation considers only residuals in the dependent variable. There are two rather different contexts in which different implications apply:

- **Regression for prediction.** Here a model is fitted to provide a prediction rule for application in a similar situation to which the data used for fitting apply. Here the dependent variables corresponding to such future application would be subject to the same types of observation error as those in the data used for fitting. It is therefore logically consistent to use the least-squares prediction rule for such data.

- **Regression for a “true relationship”.** In standard regression analysis, that leads to fitting by least squares, there is an implicit assumption that errors in the independent variable are zero or strictly controlled so as to be negligible. When errors in the independent variable are non-negligible, models of measurement error can be used; such methods can lead to parameter estimates, hypothesis testing and confidence intervals that take into account the presence of observation errors in the independent variables.\(^7\) An alternative approach is to fit a model by total least squares; this can be viewed as taking a pragmatic approach to balancing the effects of the different sources of error in formulating an objective function for use in model-fitting.

### 16.4 Solving the least squares problem

The minimum of the sum of squares is found by setting the gradient to zero. Since the model contains \(m\) parameters, there are \(m\) gradient equations:

\[
\frac{\partial S}{\partial \beta_j} = 2 \sum_i r_i \frac{\partial r_i}{\partial \beta_j} = 0, \quad j = 1, \ldots, m,
\]

and since \(r_i = y_i - f(x_i, \beta)\), the gradient equations become

\[
-2 \sum_i r_i \frac{\partial f(x_i, \beta)}{\partial \beta_j} = 0, \quad j = 1, \ldots, m.
\]

The gradient equations apply to all least squares problems. Each particular problem requires particular expressions for the model and its partial derivatives.
16.4. SOLVING THE LEAST SQUARES PROBLEM

16.4.1 Linear least squares

Main article: Linear least squares

A regression model is a linear one when the model comprises a linear combination of the parameters, i.e.,

\[ f(x, \beta) = \sum_{j=1}^{m} \beta_j \phi_j(x), \]

where the function \( \phi_j \) is a function of \( x \).

Letting

\[ X_{ij} = \frac{\partial f(x_i, \beta)}{\partial \beta_j} = \phi_j(x_i), \]

we can then see that in that case the least square estimate (or estimator, in the context of a random sample), \( \beta \) is given by

\[ \hat{\beta} = (X^T X)^{-1} X^T y. \]

For a derivation of this estimate see Linear least squares (mathematics).

16.4.2 Non-linear least squares

Main article: Non-linear least squares

There is no closed-form solution to a non-linear least squares problem. Instead, numerical algorithms are used to find the value of the parameters \( \beta \) that minimizes the objective. Most algorithms involve choosing initial values for the parameters. Then, the parameters are refined iteratively, that is, the values are obtained by successive approximation:

\[ \beta_j^{k+1} = \beta_j^k + \Delta \beta_j, \]

where \( k \) is an iteration number, and the vector of increments \( \Delta \beta_j \) is called the shift vector. In some commonly used algorithms, at each iteration the model may be linearized by approximation to a first-order Taylor series expansion about \( \beta^k \):

\[ f(x_i, \beta) = f^k(x_i, \beta) + \sum_j \frac{\partial f(x_i, \beta)}{\partial \beta_j} (\beta_j - \beta_j^k) \]

\[ = f^k(x_i, \beta) + \sum_j J_{ij} \Delta \beta_j. \]

The Jacobian \( J \) is a function of constants, the independent variable and the parameters, so it changes from one iteration to the next. The residuals are given by

\[ r_i = y_i - f^k(x_i, \beta) - \sum_{k=1}^{m} J_{ik} \Delta \beta_k = \Delta y_i - \sum_{j=1}^{m} J_{ij} \Delta \beta_j, \]

To minimize the sum of squares of \( r_i \), the gradient equation is set to zero and solved for \( \Delta \beta_j \):

\[ -2 \sum_{i=1}^{n} J_{ij} \left( \Delta y_i - \sum_{k=1}^{m} J_{ik} \Delta \beta_k \right) = 0, \]

which, on rearrangement, become \( m \) simultaneous linear equations, the normal equations:

\[ \sum_{j=1}^{n} \sum_{k=1}^{m} J_{ij} J_{ik} \Delta \beta_k = \sum_{j=1}^{n} J_{ij} \Delta y_i \quad (j = 1, \ldots, m). \]

The normal equations are written in matrix notation as

\[ (J^T J) \Delta \beta = J^T \Delta y. \]

These are the defining equations of the Gauss–Newton algorithm.

16.4.3 Differences between linear and non-linear least squares

- The model function, \( f \), in LLSQ (linear least squares) is a linear combination of parameters of the form \( f = X_{11} \beta_1 + X_{12} \beta_2 + \cdots \). The model may represent a straight line, a parabola or any other linear combination of functions. In NLLSQ (non-linear least squares) the parameters appear as functions, such as \( \beta^2 e^{\beta x} \) and so forth. If the derivatives \( \partial f / \partial \beta_j \) are either constant or depend only on the values of the independent variable, the model is linear in the parameters. Otherwise the model is non-linear.

- Algorithms for finding the solution to a NLLSQ problem require initial values for the parameters, LLSQ does not.

- Like LLSQ, solution algorithms for NLLSQ often require that the Jacobian be calculated. Analytical expressions for the partial derivatives can be complicated. If analytical expressions are impossible to obtain either the partial derivatives must be calculated by numerical approximation or an estimate must be made of the Jacobian.

- In NLLSQ non-convergence (failure of the algorithm to find a minimum) is a common phenomenon whereas the LLSQ is globally concave so non-convergence is not an issue.
NLLSQ is usually an iterative process. The iterative process has to be terminated when a convergence criterion is satisfied. LLSQ solutions can be computed using direct methods, although problems with large numbers of parameters are typically solved with iterative methods, such as the Gauss–Seidel method.

In LLSQ the solution is unique, but in NLLSQ there may be multiple minima in the sum of squares.

Under the condition that the errors are uncorrelated with the predictor variables, LLSQ yields unbiased estimates, but even under that condition NLLSQ estimates are generally biased.

These differences must be considered whenever the solution to a non-linear least squares problem is being sought.

16.5 Least squares, regression analysis and statistics

The method of least squares is often used to generate estimators and other statistics in regression analysis.

Consider a simple example drawn from physics. A spring should obey Hooke’s law which states that the extension of a spring $y$ is proportional to the force, $F$, applied to it.

$$y = f(F, k) = kF$$

constitutes the model, where $F$ is the independent variable. To estimate the force constant, $k$, a series of $n$ measurements with different forces will produce a set of data, $(F_i, y_i), i = 1, \ldots, n$, where $y_i$ is a measured spring extension. Each experimental observation will contain some error. If we denote this error $\varepsilon$, we may specify an empirical model for our observations,

$$y_i = kF_i + \varepsilon_i.$$ 

There are many methods we might use to estimate the unknown parameter $k$. Noting that the $n$ equations in the $m$ variables in our data comprise an overdetermined system with one unknown and $n$ equations, we may choose to estimate $k$ using least squares. The sum of squares to be minimized is

$$S = \sum_{i=1}^{n} (y_i - kF_i)^2.$$ 

The least squares estimate of the force constant, $\hat{k}$, is given by

$$\hat{k} = \frac{\sum_i F_i y_i}{\sum_i F_i^2}.$$ 

Here it is assumed that application of the force causes the spring to expand and, having derived the force constant by least squares fitting, the extension can be predicted from Hooke’s law.

In regression analysis the researcher specifies an empirical model. For example, a very common model is the straight line model which is used to test if there is a linear relationship between dependent and independent variable. If a linear relationship is found to exist, the variables are said to be correlated. However, correlation does not prove causation, as both variables may be correlated with other, hidden, variables, or the dependent variable may “reverse” cause the independent variables, or the variables may be otherwise spuriously correlated. For example, suppose there is a correlation between deaths by drowning and the volume of ice cream sales at a particular beach. Yet, both the number of people going swimming and the volume of ice cream sales increase as the weather gets hotter, and presumably the number of deaths by drowning is correlated with the number of people going swimming. Perhaps an increase in swimmers causes both the other variables to increase.

In order to make statistical tests on the results it is necessary to make assumptions about the nature of the experimental errors. A common (but not necessary) assumption is that the errors belong to a normal distribution. The central limit theorem supports the idea that this is a good approximation in many cases.

- The Gauss–Markov theorem. In a linear model in which the errors have expectation zero conditional on the independent variables, are uncorrelated and have equal variances, the best linear unbiased estimator of any linear combination of the observations, is its least-squares estimator. “Best” means that the least squares estimators of the parameters have minimum variance. The assumption of equal variance is valid when the errors all belong to the same distribution.

- In a linear model, if the errors belong to a normal distribution the least squares estimators are also the maximum likelihood estimators.

However, if the errors are not normally distributed, a central limit theorem often nonetheless implies that the parameter estimates will be approximately normally distributed so long as the sample is reasonably large. For this reason, given the important property that the error mean is independent of the independent variables, the distribution of the error term is not an important issue in regression analysis. Specifically, it is not typically important whether the error term follows a normal distribution.
In a least squares calculation with unit weights, or in linear regression, the variance on the \( j \)th parameter, denoted \( \text{var}(\hat{\beta}_j) \), is usually estimated with

\[
\text{var}(\hat{\beta}_j) = \sigma^2 \left( [X^T X]^{-1} \right)_{jj} \approx \frac{S}{n - m} \left( [X^T X]^{-1} \right)_{jj},
\]

where the true residual variance \( \sigma^2 \) is replaced by an estimate based on the minimised value of the sum of squares objective function \( S \). The denominator, \( n - m \), is the statistical degrees of freedom; see effective degrees of freedom for generalizations.

Confidence limits can be found if the probability distribution of the parameters is known, or an asymptotic approximation is made, or assumed. Likewise statistical tests on the residuals can be made if the probability distribution of the residuals is known or assumed. The probability distribution of any linear combination of the dependent variables can be derived if the probability distribution of experimental errors is known or assumed. Inference is particularly straightforward if the errors are assumed to follow a normal distribution, which implies that the parameter estimates and residuals will also be normally distributed conditional on the values of the independent variables.

### 16.6 Weighted least squares

See also: Weighted mean and Linear least squares (mathematics) § Weighted linear least squares

A special case of generalized least squares called **weighted least squares** occurs when all the off-diagonal entries of \( \Omega \) (the correlation matrix of the residuals) are null; the variances of the observations (along the covariance matrix diagonal) may still be unequal (heteroskedasticity).

The expressions given above are based on the implicit assumption that the errors are uncorrelated with each other and with the independent variables and have equal variance. The Gauss–Markov theorem shows that, when this is so, \( \hat{\beta} \) is a best linear unbiased estimator (BLUE). If, however, the measurements are uncorrelated but have different uncertainties, a modified approach might be adopted. Aitken showed that when a weighted sum of squared residuals is minimized, \( \hat{\beta} \) is the BLUE if each weight is equal to the reciprocal of the variance of the measurement

\[
S = \sum_{i=1}^{n} W_{ii} r_i^2,
\]

\[
W_{ii} = \frac{1}{\sigma_i^2}
\]

The gradient equations for this sum of squares are

\[
-2 \sum_i W_{ii} \frac{\partial f(x_i, \beta)}{\partial \beta_j} r_i = 0, \quad j = 1, \ldots, n
\]

which, in a linear least squares system give the modified normal equations,

\[
\sum_{j=1}^{m} \sum_{k=1}^{m} X_{ij} W_{ii} X_{ik} \hat{\beta}_k = \sum_{j=1}^{n} X_{ij} W_{ii} y_i, \quad j = 1, \ldots, m.
\]

When the observational errors are uncorrelated and the weight matrix, \( W \), is diagonal, these may be written as

\[
(X^T W X) \hat{\beta} = X^T W y.
\]

If the errors are correlated, the resulting estimator is the BLUE if the weight matrix is equal to the inverse of the variance-covariance matrix of the observations.

When the errors are uncorrelated, it is convenient to simplify the calculations to factor the weight matrix as \( w_{ii} = \sqrt{W_{ii}} \). The normal equations can then be written as

\[
(X^T X') \hat{\beta} = X^T y'
\]

where

\[
X' = wX, y' = wy.
\]

For non-linear least squares systems a similar argument shows that the normal equations should be modified as follows.

\[
(J^T W J) \Delta \beta = J^T W \Delta y.
\]

Note that for empirical tests, the appropriate \( W \) is not known for sure and must be estimated. For this feasible generalized least squares (FGLS) techniques may be used.

### 16.7 Relationship to principal components

The first principal component about the mean of a set of points can be represented by that line which most closely approaches the data points (as measured by squared distance of closest approach, i.e. perpendicular to the line). In contrast, linear least squares tries to minimize the distance in the \( y \) direction only. Thus, although the two use a similar error metric, linear least squares is a method that treats one dimension of the data preferentially, while PCA treats all dimensions equally.
16.8 Regularized versions

16.8.1 Tikhonov regularization

Main article: Tikhonov regularization

In some contexts a regularized version of the least squares solution may be preferable. Tikhonov regularization (or ridge regression) adds a constraint that \( \| \beta \|^2 \), the L2-norm of the parameter vector, is not greater than a given value. Equivalently, it may solve an unconstrained minimization of the least-squares penalty with \( \alpha \| \beta \|^2 \) added, where \( \alpha \) is a constant (this is the Lagrangian form of the constrained problem). In a Bayesian context, this is equivalent to placing a zero-mean normally distributed prior on the parameter vector.

16.8.2 Lasso method

An alternative regularized version of least squares is lasso (least absolute shrinkage and selection operator), which uses the constraint that \( \| \beta \|_1 \), the L1-norm of the parameter vector, is no greater than a given value.[8][9][10] (As above, this is equivalent to an unconstrained minimization of the least-squares penalty with \( \alpha \| \beta \|_1 \) added.) In a Bayesian context, this is equivalent to placing a zero-mean Laplace prior distribution on the parameter vector.[11] The optimization problem may be solved using quadratic programming or more general convex optimization methods, as well as by specific algorithms such as the least angle regression algorithm.

One of the prime differences between Lasso and ridge regression is that in ridge regression, as the penalty is increased, all parameters are reduced while still remaining non-zero, while in Lasso, increasing the penalty will cause more and more of the parameters to be driven to zero. This is an advantage of Lasso over ridge regression, as driving parameters to zero deselects the features from the regression. Thus, Lasso automatically selects more relevant features and discards the others, whereas Ridge regression never fully discards any features. Some feature selection techniques are developed based on the LASSO including Bolasso which bootstraps samples,[12] and FeaLect which analyzes the regression coefficients corresponding to different values of \( \alpha \) to score all the features.[13]

The L1-regularized formulation is useful in some contexts due to its tendency to prefer solutions with fewer nonzero parameter values, effectively reducing the number of variables upon which the given solution is dependent.[14] For this reason, the Lasso and its variants are fundamental to the field of compressed sensing. An extension of this approach is elastic net regularization.

16.9 See also

- Adjustment of observations
- Bayesian MMSE estimator
- Best linear unbiased estimator (BLUE)
- Best linear unbiased prediction (BLUP)
- Gauss–Markov theorem
- L2 norm
- Least absolute deviation
- Measurement uncertainty
- Proximal gradient methods for learning
- Quadratic loss function
- Root mean square
- Squared deviations
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Chapter 17

Newton’s method

This article is about Newton’s method for finding roots. For Newton’s method for finding minima, see Newton’s method in optimization.

In numerical analysis, Newton’s method (also known as the Newton–Raphson method), named after Isaac Newton and Joseph Raphson, is a method for finding successively better approximations to the roots (or zeroes) of a real-valued function.

\[ \frac{d}{dx} f(x) = 0. \]

The Newton–Raphson method in one variable is implemented as follows:

Given a function \( f \) defined over the reals \( x \), and its derivative \( f' \), we begin with a first guess \( x_0 \) for a root of the function \( f \). Provided the function satisfies all the assumptions made in the derivation of the formula, a better approximation \( x_1 \) is

\[ x_1 = x_0 - \frac{f(x_0)}{f'(x_0)}. \]

Geometrically, \( (x_1, 0) \) is the intersection with the \( x \)-axis of the tangent line to the graph of \( f \) at \( (x_0, f(x_0)) \).

The process is repeated as

\[ x_{n+1} = x_n - \frac{f(x_n)}{f'(x_n)} \]

until a sufficiently accurate value is reached.

This algorithm is first in the class of Householder’s methods, succeeded by Halley’s method. The method can also be extended to complex functions and to systems of equations.

17.1 Description

The idea of the method is as follows: one starts with an initial guess which is reasonably close to the true root, then the function is approximated by its tangent line (which can be computed using the tools of calculus), and one computes the \( x \)-intercept of this tangent line (which is easily done with elementary algebra). This \( x \)-intercept will typically be a better approximation to the function’s root than the original guess, and the method can be iterated.

Suppose \( f : [a, b] \rightarrow \mathbb{R} \) is a differentiable function defined on the interval \( [a, b] \) with values in the real numbers \( \mathbb{R} \). The formula for converging on the root can be easily derived. Suppose we have some current approximation \( x_n \). Then we can derive the formula for a better approximation, \( x_{n+1} \) by referring to the diagram on the right. The equation of the tangent line to the curve \( y = f(x) \) at the point \( x = x_n \) is

\[ y = f'(x_n) (x - x_n) + f(x_n), \]

where, \( f' \) denotes the derivative of the function \( f \).

The \( x \)-intercept of this line (the value of \( x \) such that \( y = 0 \)) is then used as the next approximation to the root, \( x_{n+1} \). In other words, setting \( y \) to zero and \( x \) to \( x_{n+1} \) gives

\[ 0 = f'(x_n) (x_{n+1} - x_n) + f(x_n). \]

Solving for \( x_{n+1} \) gives
Newton's method was first published in 1685 in *A Treatise of Algebra both Historical and Practical* by John Wallis. In 1690, Joseph Raphson published a simplified description in *Analysis aequationum universalis*. Raphson again viewed Newton’s method purely as an algebraic method and restricted its use to polynomials, but he describes the method in terms of the successive approximations \( x_n \) instead of the more complicated sequence of polynomials used by Newton. Finally, in 1740, Thomas Simpson described Newton’s method as an iterative method for solving general nonlinear equations using calculus, essentially giving the description above. In the same publication, Simpson also gives the generalization to systems of two equations and notes that Newton’s method can be used for solving optimization problems by setting the gradient to zero.

Arthur Cayley in 1879 in *The Newton-Fourier imaginary problem* was the first to notice the difficulties in generalizing Newton’s method to complex roots of polynomials with degree greater than 2 and complex initial values. This opened the way to the study of the theory of iterations of rational functions.

### 17.3 Practical considerations

Newton’s method is an extremely powerful technique—in general the convergence is quadratic: as the method converges on the root, the difference between the root and the approximation is squared (the number of accurate digits roughly doubles) at each step. However, there are some difficulties with the method.

#### 17.3.1 Difficulty in calculating derivative of a function

Newton’s method requires that the derivative be calculated directly. An analytical expression for the derivative may not be easily obtainable and could be expensive to evaluate. In these situations, it may be appropriate to approximate the derivative by using the slope of a line through two nearby points on the function. Using this approximation would result in something like the secant method whose convergence is slower than that of Newton’s method.

#### 17.3.2 Failure of the method to converge to the root

It is important to review the proof of quadratic convergence of Newton’s Method before implementing it. Specifically, one should review the assumptions made in the proof. For situations where the method fails to converge, it is because the assumptions made in this proof are not met.
Overshoot

If the first derivative is not well behaved in the neighborhood of a particular root, the method may overshoot, and diverge from that root. An example of a function with one root, for which the derivative is not well behaved in the neighborhood of the root, is

\[ f(x) = |x|^a, \quad 0 < a < \frac{1}{2} \]

for which the root will be overshot and the sequence of \( x \) will diverge. For \( a = 1/2 \), the root will still be overshot, but the sequence will oscillate between two values. For \( 1/2 < a < 1 \), the root will still be overshot but the sequence will converge, and for \( a \geq 1 \) the root will not be overshot at all.

In some cases, Newton’s method can be stabilized by using successive over-relaxation, or the speed of convergence can be increased by using the same method.

Stationary point

If a stationary point of the function is encountered, the derivative is zero and the method will terminate due to division by zero.

Poor initial estimate

A large error in the initial estimate can contribute to non-convergence of the algorithm.

Mitigation of non-convergence

In a robust implementation of Newton’s method, it is common to place limits on the number of iterations, bound the solution to an interval known to contain the root, and combine the method with a more robust root finding method.

17.3.3 Slow convergence for roots of multiplicity > 1

If the root being sought has multiplicity greater than one, the convergence rate is merely linear (errors reduced by a constant factor at each step) unless special steps are taken. When there are two or more roots that are close together then it may take many iterations before the iterates get close enough to one of them for the quadratic convergence to be apparent. However, if the multiplicity \( m \) of the root is known, one can use the following modified algorithm that preserves the quadratic convergence rate:

\[ x_{n+1} = x_n - m \frac{f(x_n)}{f'(x_n)}. \]

This is equivalent to using successive over-relaxation. On the other hand, if the multiplicity \( m \) of the root is not known, it is possible to estimate \( m \) after carrying out one or two iterations, and then use that value to increase the rate of convergence.

17.4 Analysis

Suppose that the function \( f \) has a zero at \( \alpha \), i.e., \( f(\alpha) = 0 \), and \( f \) is differentiable in a neighborhood of \( \alpha \).

If \( f \) is continuously differentiable and its derivative is nonzero at \( \alpha \), then there exists a neighborhood of \( \alpha \) such that for all starting values \( x_0 \) in that neighborhood, the sequence \( \{x_n\} \) will converge to \( \alpha \).[2]

If the function is continuously differentiable and its derivative is not zero at \( \alpha \) and it has a second derivative at \( \alpha \) then the convergence is quadratic or faster. If the second derivative is not zero at \( \alpha \) then the convergence is merely quadratic. If the third derivative exists and is bounded in a neighborhood of \( \alpha \), then:

\[ \Delta x_{i+1} = \frac{f'''(\alpha)}{2f''(\alpha)}(\Delta x_i)^2 + O[\Delta x_i]^3, \]

where \( \Delta x_i \triangleq x_i - \alpha \).

If the derivative is zero at \( \alpha \), then the convergence is usually only linear. Specifically, if \( f \) is twice continuously differentiable, \( f'(\alpha) = 0 \) and \( f''(\alpha) \neq 0 \), then there exists a neighborhood of \( \alpha \) such that for all starting values \( x_0 \) in that neighborhood, the sequence of iterates converges linearly, with rate \( \log_{10} 2 \) (Süli & Mayers, Exercise 1.6).

Alternatively if \( f'(\alpha) = 0 \) and \( f''(x) \neq 0 \) for \( x \neq \alpha \), \( x \) in a neighborhood \( U \) of \( \alpha \), \( \alpha \) being a zero of multiplicity \( r \), and if \( f \in C^r(U) \) then there exists a neighborhood of \( \alpha \) such that for all starting values \( x_0 \) in that neighborhood, the sequence of iterates converges linearly.

However, even linear convergence is not guaranteed in pathological situations.

In practice these results are local, and the neighborhood of convergence is not known in advance. But there are also some results on global convergence: for instance, given a right neighborhood \( U+ \) of \( \alpha \), if \( f \) is twice differentiable in \( U+ \) and if \( f'(\alpha) \neq 0 \), \( f \cdot f'' > 0 \) in \( U+ \), then, for each \( x_0 \) in \( U_1 \), the sequence \( x_k \) is monotonically decreasing to \( \alpha \).

17.4.1 Proof of quadratic convergence for Newton’s iterative method

According to Taylor’s theorem, any function \( f(x) \) which has a continuous second derivative can be represented by an expansion about a point that is close to a root of \( f(x) \). Suppose this root is \( \alpha \). Then the expansion of \( f(\alpha) \) about \( x_n \) is:
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where the Lagrange form of the Taylor series expansion remainder is

\[ R_1 = \frac{1}{2!} f''(\xi_n)(\alpha - x_n)^2, \]

where \( \xi_n \) is in between \( x_n \) and \( \alpha \).

Since \( \alpha \) is the root, (1) becomes:

\[
\frac{\alpha - x_{n+1}}{\epsilon_{n+1}} \leq \frac{-f''(\xi_n)}{2f'(x_n)} (\alpha - x_n)^2. 
\]

That is,

\[
|\epsilon_{n+1}| \leq M\epsilon_n^2 
\]

where \( M \) is the supremum of the variable coefficient of \( \epsilon_n^2 \) on the interval \( I \) defined in the condition 1, that is:

\[
M = \sup_{x \in I} \frac{1}{2} \left| \frac{f''(x)}{f'(x)} \right|. 
\]

The initial point \( x_0 \) has to be chosen such that conditions 1 through 3 are satisfied, where the third condition requires that \( M |\epsilon_0| < 1 \).

17.4.2 Basins of attraction

The basins of attraction—the regions of the real number line such that within each region iteration from any point leads to one particular root—can be infinite in number and arbitrarily small. For example, for the function \( f(x) = x^3 - 2x^2 - 11x + 12 \), the following initial conditions are in successive basins of attraction:

2.35287527 converges to 4;
2.35284172 converges to −3;
2.35283735 converges to 4;
2.352836327 converges to −3;
2.352836323 converges to 1.

17.5 Failure analysis

Newton’s method is only guaranteed to converge if certain conditions are satisfied. If the assumptions made in the proof of quadratic convergence are met, the method will converge. For the following subsections, failure of the method to converge indicates that the assumptions made in the proof were not met.

17.5.1 Bad starting points

In some cases the conditions on the function that are necessary for convergence are satisfied, but the point chosen as the initial point is not in the interval where the method converges. This can happen, for example, if the function whose root is sought approaches zero asymptotically as \( x \) goes to \( \infty \) or \( -\infty \). In such cases a different method, such as bisection, should be used to obtain a better estimate for the zero to use as an initial point.

Iteration point is stationary

Consider the function:
\( f(x) = 1 - x^2. \)

It has a maximum at \( x = 0 \) and solutions of \( f(x) = 0 \) at \( x = \pm 1 \). If we start iterating from the stationary point \( x_0 = 0 \) (where the derivative is zero), \( x_1 \) will be undefined, since the tangent at \( (0,1) \) is parallel to the \( x \)-axis:

\[
x_1 = x_0 - \frac{f(x_0)}{f'(x_0)} = 0 - \frac{1}{0}.
\]

The same issue occurs if, instead of the starting point, any iteration point is stationary. Even if the derivative is small but not zero, the next iteration will be a far worse approximation.

### Starting point enters a cycle

\[\text{The tangent lines of } x^3 - 2x + 2 \text{ at 0 and 1 intersect the x-axis at } 0 \text{ and 1 respectively, illustrating why Newton’s method oscillates between these values for some starting points.}\]

For some functions, some starting points may enter an infinite cycle, preventing convergence. Let

\[ f(x) = x^3 - 2x + 2 \]

and take 0 as the starting point. The first iteration produces 1 and the second iteration returns to 0 so the sequence will alternate between the two without converging to a root. In fact, this 2-cycle is stable: there are neighborhoods around 0 and around 1 from which all points iterate asymptotically to the 2-cycle (and hence not to the root of the function). In general, the behavior of the sequence can be very complex (see Newton fractal).

#### 17.5.2 Derivative issues

If the function is not continuously differentiable in a neighborhood of the root then it is possible that Newton’s method will always diverge and fail, unless the solution is guessed on the first try.

**Derivative does not exist at root**

A simple example of a function where Newton’s method diverges is the cube root, which is continuous and infinitely differentiable, except for \( x = 0 \), where its derivative is undefined (this, however, does not affect the algorithm, since it will never require the derivative if the solution is already found):

\[ f(x) = \sqrt[3]{x}. \]

For any iteration point \( x_n \), the next iteration point will be:

\[
x_{n+1} = x_n - \frac{f(x_n)}{f'(x_n)} = x_n - \frac{x_n^{\frac{1}{3}}}{\frac{1}{3} x_n^{\frac{2}{3}} - 1} = x_n - 3 x_n = -2 x_n.
\]

The algorithm overshoots the solution and lands on the other side of the \( y \)-axis, farther away than it initially was; applying Newton’s method actually doubles the distances from the solution at each iteration.

In fact, the iterations diverge to infinity for every \( f(x) = |x|^\alpha \), where \( 0 < \alpha < \frac{1}{2} \). In the limiting case of \( \alpha = \frac{1}{2} \) (square root), the iterations will alternate indefinitely between points \( x_0 \) and \( -x_0 \), so they do not converge in this case either.

**Discontinuous derivative**

If the derivative is not continuous at the root, then convergence may fail to occur in any neighborhood of the root. Consider the function

\[
f(x) = \begin{cases} 
0 & \text{if } x = 0, \\
x + x^2 \sin \left( \frac{x}{2} \right) & \text{if } x \neq 0.
\end{cases}
\]

Its derivative is:

\[
f'(x) = \begin{cases} 
1 & \text{if } x = 0, \\
1 + 2x \sin \left( \frac{x}{2} \right) - 2 \cos \left( \frac{x}{2} \right) & \text{if } x \neq 0.
\end{cases}
\]

Within any neighborhood of the root, this derivative keeps changing sign as \( x \) approaches 0 from the right (or from the left) while \( f(x) \geq x - x^2 > 0 \) for \( 0 < x < 1 \). So \( f(x)/f'(x) \) is unbounded near the root, and Newton’s method will diverge almost everywhere in any neighborhood of it, even though:
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- the function is differentiable (and thus continuous) everywhere;
- the derivative at the root is nonzero;
- $f$ is infinitely differentiable except at the root; and
- the derivative is bounded in a neighborhood of the root (unlike $f(x)/f'(x)$).

17.5.3 Non-quadratic convergence

In some cases the iterates converge but do not converge as quickly as promised. In these cases simpler methods converge just as quickly as Newton’s method.

**Zero derivative**

If the first derivative is zero at the root, then convergence will not be quadratic. Indeed, let

$$f(x) = x^2$$

then $f'(x) = 2x$ and consequently $x - f(x)/f'(x) = x/2$. So convergence is not quadratic, even though the function is infinitely differentiable everywhere.

Similar problems occur even when the root is only “nearly” double. For example, let

$$f(x) = x^2(x - 1000) + 1.$$ 

Then the first few iterates starting at $x_0 = 1$ are $1$, $0.500250376$, $0.251062828$, $0.127507934$, $0.067671976$, $0.041224176$, $0.032741218$, $0.031642362$; it takes six iterations to reach a point where the convergence appears to be quadratic.

**No second derivative**

If there is no second derivative at the root, then convergence may fail to be quadratic. Indeed, let

$$f(x) = x + x^{4/3}.$$ 

Then

$$f'(x) = 1 + \frac{4}{3}x^{1/3}.$$ 

And

$$f''(x) = \frac{4}{9}x^{-2/3}.$$ 

When dealing with complex functions, Newton’s method can be directly applied to find their zeroes. Each zero has a basin of attraction in the complex plane, the set of all starting values that cause the method to converge to that particular zero. These sets can be mapped as in the image shown. For many complex functions, the boundaries of the basins of attraction are fractals.

In some cases there are regions in the complex plane which are not in any of these basins of attraction, meaning the iterates do not converge. For example, if one uses a real initial condition to seek a root of $x^2 + 1$, all subsequent iterates will be real numbers and so the iterations cannot converge to either root, since both roots are except when $x = 0$ where it is undefined. Given $x_n$,

$$x_{n+1} = x_n - \frac{f(x_n)}{f'(x_n)} = \frac{\frac{1}{4}x_n^4}{(1 + \frac{4}{3}x_n^{1/3})}$$

which has approximately $4/3$ times as many bits of precision as $x_n$ has. This is less than the $2$ times as many which would be required for quadratic convergence. So the convergence of Newton’s method (in this case) is not quadratic, even though: the function is continuously differentiable everywhere; the derivative is not zero at the root; and $f$ is infinitely differentiable except at the desired root.

17.6 Generalizations

17.6.1 Complex functions

![Basins of attraction for $x^5 - 1 = 0$; darker means more iterations to converge.](image)

Main article: Newton fractal
non-real. In this case almost all real initial conditions lead to chaotic behavior, while some initial conditions iterate either to infinity or to repeating cycles of any finite length.

17.6.2 Nonlinear systems of equations

k variables, k functions

One may also use Newton’s method to solve systems of \( k \) (non-linear) equations, which amounts to finding the zeroes of continuously differentiable functions \( F : \mathbb{R}^k \to \mathbb{R}^k \). In the formulation given above, one then has to left multiply with the inverse of the \( k \)-by-\( k \) Jacobian matrix \( JF(x_n) \) instead of dividing by \( f'(x_n) \).

Rather than actually computing the inverse of this matrix, one can save time by solving the system of linear equations

\[
JF(x_n)(x_{n+1} - x_n) = -F(x_n)
\]

for the unknown \( x_{n+1} - x_n \).

k variables, m equations, with \( m > k \)

The \( k \)-dimensional Newton’s method can be used to solve systems of \( m \times k \) (non-linear) equations as well if the algorithm uses the generalized inverse of the non-square Jacobian matrix \( J^* = (J^TJ)^{-1}J^T \) instead of the inverse of \( J \). If the nonlinear system has no solution, the method attempts to find a solution in the non-linear least squares sense. See Gauss–Newton algorithm for more information.

17.6.3 Nonlinear equations in a Banach space

Another generalization is Newton’s method to find a root of a functional \( F \) defined in a Banach space. In this case the formulation is

\[
X_{n+1} = X_n - [F'(X_n)]^{-1}F(X_n),
\]

where \( F'(X_n) \) is the Fréchet derivative computed at \( X_n \). One needs the Fréchet derivative to be boundedly invertible at each \( X_n \) in order for the method to be applicable. A condition for existence of and convergence to a root is given by the Newton–Kantorovich theorem.

17.6.4 Nonlinear equations over p-adic numbers

In \( p \)-adic analysis, the standard method to show a polynomial equation in one variable has a \( p \)-adic root is Hensel’s lemma, which uses the recursion from Newton’s method on the \( p \)-adic numbers. Because of the more stable behavior of addition and multiplication in the \( p \)-adic numbers compared to the real numbers (specifically, the unit ball in the \( p \)-adics is a ring), convergence in Hensel’s lemma can be guaranteed under much simpler hypotheses than in the classical Newton’s method on the real line.

17.6.5 Newton-Fourier method

The Newton-Fourier method is Joseph Fourier’s extension of Newton’s method to provide bounds on the absolute error of the root approximation, while still providing quadratic convergence.

Assume that \( f(x) \) is twice continuously differentiable on \([a, b]\) and that \( f \) contains a root in this interval. Assume that \( f'(x)f''(x) \neq 0 \) on this interval (this is the case for instance if \( f(a) < 0 \), \( f(b) > 0 \), and \( f'(x) > 0 \), and \( f''(x) > 0 \) on this interval). This guarantees that there is a unique root on this interval, call it \( \alpha \). If it is concave down instead of concave up then replace \( f(x) \) by \(-f(x)\) since they have the same roots.

Let \( z_0 = b \) be the right endpoint of the interval and let \( z_0 = a \) be the left endpoint of the interval. Given \( x_n \), define \( x_{n+1} = x_n - \frac{f(x_n)}{f'(x_n)} \), which is just Newton’s method as before. Then define \( z_{n+1} = z_n - \frac{f(z_n)}{f'(z_n)} \) and note that the denominator has \( f'(x_n) \) and not \( f'(z_n) \). The iterates \( x_n \) will be strictly decreasing to the root while the iterates \( z_n \) will be strictly increasing to the root. Also, \( \lim_{n \to \infty} \frac{x_{n+1} - z_{n+1}}{(x_n - z_n)^2} = \frac{f''(\alpha)}{2f'(\alpha)} \) so that distance between \( x_n \) and \( z_n \) decreases quadratically.

17.6.6 Quasi-Newton methods

When the Jacobian is unavailable or too expensive to compute at every iteration, a Quasi-Newton method can be used.

17.7 Applications

17.7.1 Minimization and maximization problems

Main article: Newton’s method in optimization

Newton’s method can be used to find a minimum or maximum of a function. The derivative is zero at a minimum or maximum, so minima and maxima can be found by applying Newton’s method to the derivative. The iteration becomes:
\[ x_{n+1} = x_n - \frac{f(x_n)}{f'(x_n)}. \]

### 17.7.2 Multiplicative inverses of numbers and power series

An important application is Newton–Raphson division, which can be used to quickly find the reciprocal of a number, using only multiplication and subtraction.

Finding the reciprocal of \( x \) amounts to finding the root of the function

\[ f(x) = a - \frac{1}{x}. \]

Newton’s iteration is

\[
x_{n+1} = x_n - \frac{f(x_n)}{f'(x_n)} = x_n - \frac{a - \frac{1}{x_n}}{-\frac{1}{x_n^2}} = x_n (2 - ax_n)
\]

Therefore, Newton’s iteration needs only two multiplications and one subtraction.

This method is also very efficient to compute the multiplicative inverse of a power series.

### 17.7.3 Solving transcendental equations

Many transcendental equations can be solved using Newton’s method. Given the equation

\[ g(x) = h(x), \]

with \( g(x) \) and/or \( h(x) \) a transcendental function, one writes

\[ f(x) = g(x) - h(x). \]

The values of \( x \) that solve the original equation are then the roots of \( f(x) \), which may be found via Newton’s method.

### 17.8 Examples

#### 17.8.1 Square root of a number

Consider the problem of finding the square root of a number. Newton’s method is one of many methods of computing square roots.

For example, if one wishes to find the square root of 612, this is equivalent to finding the solution to

\[ x^2 = 612 \]

The function to use in Newton’s method is then,

\[ f(x) = x^2 - 612 \]

with derivative,

\[ f'(x) = 2x. \]

With an initial guess of 10, the sequence given by Newton’s method is

\[
\begin{align*}
x_1 &= x_0 - \frac{f(x_0)}{f'(x_0)} = 10 - \frac{10^2 - 612}{2 \cdot 10} = 35.6, \\
x_2 &= x_1 - \frac{f(x_1)}{f'(x_1)} = 35.6 - \frac{35.6^2 - 612}{2 \cdot 35.6} = 26.39550561797, \\
x_3 &= \vdots = \vdots = 24.79063549245, \\
x_4 &= \vdots = \vdots = 24.73868829407, \\
x_5 &= \vdots = \vdots = 24.73863375376,
\end{align*}
\]

where the correct digits are underlined. With only a few iterations one can obtain a solution accurate to many decimal places.

#### 17.8.2 Solution of \( \cos(x) = x^3 \)

Consider the problem of finding the positive number \( x \) with \( \cos(x) = x^3 \). We can rephrase that as finding the zero of \( f(x) = \cos(x) - x^3 \). We have \( f'(x) = -\sin(x) - 3x^2 \). Since \( \cos(x) \leq 1 \) for all \( x \) and \( x^3 > 1 \) for \( x > 1 \), we know that our solution lies between 0 and 1. We try a starting value of \( x_0 = 0.5 \). (Note that a starting value of 0 will lead to an undefined result, showing the importance of using a starting point that is close to the solution.)

\[
\begin{align*}
x_1 &= x_0 - \frac{f(x_0)}{f'(x_0)} = 0.5 - \frac{\cos(0.5) - (0.5)^3}{-\sin(0.5) - 3(0.5)^2} = 1.1121407313, \\
x_2 &= x_1 - \frac{f(x_1)}{f'(x_1)} = \vdots = \frac{ \cos(0.5) - (0.5)^3}{-\sin(0.5) - 3(0.5)^2} = 0.9096726, \\
x_3 &= \vdots = \vdots = \frac{ \cos(0.5) - (0.5)^3}{-\sin(0.5) - 3(0.5)^2} = 0.867263158, \\
x_4 &= \vdots = \vdots = \frac{ \cos(0.5) - (0.5)^3}{-\sin(0.5) - 3(0.5)^2} = 0.865477159, \\
x_5 &= \vdots = \vdots = \frac{ \cos(0.5) - (0.5)^3}{-\sin(0.5) - 3(0.5)^2} = 0.865478009, \\
x_6 &= \vdots = \vdots = \frac{ \cos(0.5) - (0.5)^3}{-\sin(0.5) - 3(0.5)^2} = 0.865478009.
\end{align*}
\]

The correct digits are underlined in the above example. In particular, \( x_6 \) is correct to the number of decimal places given. We see that the number of correct digits after the decimal point increases from 2 (for \( x_3 \)) to 5 and 10, illustrating the quadratic convergence.
17.9 Pseudocode

The following is an example of using the Newton’s Method to help find a root of a function \( f \) which has derivative \( f' \).

The initial guess will be \( x_0 = 1 \) and the function will be \( f(x) = x^2 - 2 \) so that \( f'(x) = 2x \).

Each new iterative of Newton’s method will be denoted by \( x_1 \). We will check during the computation whether the denominator (\( y' \)) becomes too small (smaller than epsilon), which would be the case if \( f'(x_n) \approx 0 \), since otherwise a large amount of error could be introduced.

```matlab
% These choices depend on the problem being solved
x0 = 1 % The initial value
f = @(x) x^2 - 2 % The function whose root we are trying to find
fprime = @(x) 2*x % The derivative of f(x)
tolerance = 10^(-7) % 7 digit accuracy is desired
epsilon = 10^(-14) % Don't want to divide by a number smaller than this
maxIterations = 20 % Don't allow the iterations to continue indefinitely
haveWeFoundSolution = false % Have not converged to a solution yet
for i = 1 : maxIterations
    y = f(x0)
    yprime = fprime(x0)
    if(abs(yprime) < epsilon) % Don't want to divide by too small of a number % denominator is too small
        break; % Leave the loop
    end
    x1 = x0 - y/yprime % Do Newton's computation
    if(abs(x1 - x0)/abs(x1) < tolerance) % If the result is within the desired tolerance
        haveWeFoundSolution = true
        break; % Done, so leave the loop
    end
    x0 = x1 % Update x0 to start the process again
end
if (haveWeFoundSolution)
    % x1 is a solution within tolerance and maximum number of iterations else
    % did not converge
```

17.10 See also

- Aitken’s delta-squared process
- Bisection method
- Euler method
- Fast inverse square root
- Fisher scoring
- Gradient descent
- Integer square root
- Laguerre’s method
- Leonid Kantorovich, who initiated the convergence analysis of Newton’s method in Banach spaces.
- Methods of computing square roots
- Newton’s method in optimization
- Richardson extrapolation
- Root-finding algorithm
- Secant method
- Steffensen’s method
- Subgradient method
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Chapter 18

Supervised learning

See also: Unsupervised learning

Supervised learning is the machine learning task of inferring a function from labeled training data.[1] The training data consist of a set of training examples. In supervised learning, each example is a pair consisting of an input object (typically a vector) and a desired output value (also called the supervisory signal). A supervised learning algorithm analyzes the training data and produces an inferred function, which can be used for mapping new examples. An optimal scenario will allow for the algorithm to correctly determine the class labels for unseen instances. This requires the learning algorithm to generalize from the training data to unseen situations in a "reasonable" way (see inductive bias).

The parallel task in human and animal psychology is often referred to as concept learning.

18.1 Overview

In order to solve a given problem of supervised learning, one has to perform the following steps:

1. Determine the type of training examples. Before doing anything else, the user should decide what kind of data is to be used as a training set. In the case of handwriting analysis, for example, this might be a single handwritten character, an entire handwritten word, or an entire line of handwriting.

2. Gather a training set. The training set needs to be representative of the real-world use of the function. Thus, a set of input objects is gathered and corresponding outputs are also gathered, either from human experts or from measurements.

3. Determine the input feature representation of the learned function. The accuracy of the learned function depends strongly on how the input object is represented. Typically, the input object is transformed into a feature vector, which contains a number of features that are descriptive of the object. The number of features should not be too large, because of the curse of dimensionality; but should contain enough information to accurately predict the output.

4. Determine the structure of the learned function and corresponding learning algorithm. For example, the engineer may choose to use support vector machines or decision trees.

5. Complete the design. Run the learning algorithm on the gathered training set. Some supervised learning algorithms require the user to determine certain control parameters. These parameters may be adjusted by optimizing performance on a subset (called a validation set) of the training set, or via cross-validation.

6. Evaluate the accuracy of the learned function. After parameter adjustment and learning, the performance of the resulting function should be measured on a test set that is separate from the training set.

A wide range of supervised learning algorithms is available, each with its strengths and weaknesses. There is no single learning algorithm that works best on all supervised learning problems (see the No free lunch theorem).

There are four major issues to consider in supervised learning:

18.1.1 Bias-variance tradeoff

Main article: Bias-variance dilemma

A first issue is the tradeoff between bias and variance.[2] Imagine that we have available several different, but equally good, training data sets. A learning algorithm is biased for a particular input $x$ if, when trained on each of these data sets, it is systematically incorrect when predicting the correct output for $x$. A learning algorithm has high variance for a particular input $x$ if it predicts different output values when trained on different training sets. The prediction error of a learned classifier is related to the sum of the bias and the variance of the learning algorithm.[3] Generally, there is a tradeoff between bias and variance. A learning algorithm with low bias must
be “flexible” so that it can fit the data well. But if the learning algorithm is too flexible, it will fit each training data set differently, and hence have high variance. A key aspect of many supervised learning methods is that they are able to adjust this tradeoff between bias and variance (either automatically or by providing a bias/variance parameter that the user can adjust).

18.1.2 Function complexity and amount of training data

The second issue is the amount of training data available relative to the complexity of the “true” function (classifier or regression function). If the true function is simple, then an “inflexible” learning algorithm with high bias and low variance will be able to learn it from a small amount of data. But if the true function is highly complex (e.g., because it involves complex interactions among many different input features and behaves differently in different parts of the input space), then the function will only be learnable from a very large amount of training data and using a “flexible” learning algorithm with low bias and high variance. Good learning algorithms therefore automatically adjust the bias/variance tradeoff based on the amount of data available and the apparent complexity of the function to be learned.

18.1.3 Dimensionality of the input space

A third issue is the dimensionality of the input space. If the input feature vectors have very high dimension, the learning problem can be difficult even if the true function only depends on a small number of those features. This is because the many “extra” dimensions can confuse the learning algorithm and cause it to have high variance. Hence, high input dimensionality typically requires tuning the classifier to have low variance and high bias. In practice, if the engineer can manually remove irrelevant features from the input data, this is likely to improve the accuracy of the learned function. In addition, there are many algorithms for feature selection that seek to identify the relevant features and discard the irrelevant ones. This is an instance of the more general strategy of dimensionality reduction, which seeks to map the input data into a lower-dimensional space prior to running the supervised learning algorithm.

18.1.4 Noise in the output values

A fourth issue is the degree of noise in the desired output values (the supervisory target variables). If the desired output values are often incorrect (because of human error or sensor errors), then the learning algorithm should not attempt to find a function that exactly matches the training examples. Attempting to fit the data too carefully leads to overfitting. You can overfit even when there are no measurement errors (stochastic noise) if the function you are trying to learn is too complex for your learning model. In such a situation that part of the target function that cannot be modeled “corrupts” your training data - this phenomenon has been called deterministic noise. When either type of noise is present, it is better to go with a higher bias, lower variance estimator.

In practice, there are several approaches to alleviate noise in the output values such as early stopping to prevent overfitting as well as detecting and removing the noisy training examples prior to training the supervised learning algorithm. There are several algorithms that identify noisy training examples and removing the suspected noisy training examples prior to training has decreased generalization error with statistical significance.

18.1.5 Other factors to consider

Other factors to consider when choosing and applying a learning algorithm include the following:

1. Heterogeneity of the data. If the feature vectors include features of many different kinds (discrete, discrete ordered, counts, continuous values), some algorithms are easier to apply than others. Many algorithms, including Support Vector Machines, linear regression, logistic regression, neural networks, and nearest neighbor methods, require that the input features be numerical and scaled to similar ranges (e.g., to the $[-1,1]$ interval). Methods that employ a distance function, such as nearest neighbor methods and support vector machines with Gaussian kernels, are particularly sensitive to this. An advantage of decision trees is that they easily handle heterogeneous data.

2. Redundancy in the data. If the input features contain redundant information (e.g., highly correlated features), some learning algorithms (e.g., linear regression, logistic regression, and distance based methods) will perform poorly because of numerical instabilities. These problems can often be solved by imposing some form of regularization.

3. Presence of interactions and non-linearities. If each of the features makes an independent contribution to the output, then algorithms based on linear functions (e.g., linear regression, logistic regression, Support Vector Machines, naive Bayes) and distance functions (e.g., nearest neighbor methods, support vector machines with Gaussian kernels) generally perform well. However, if there are complex interactions among features, then algorithms such as decision trees and neural networks work better, because they are specifically designed to discover these interactions. Linear methods can also be applied, but the engineer must manually specify the interactions when using them.
When considering a new application, the engineer can compare multiple learning algorithms and experimentally determine which one works best on the problem at hand (see cross validation). Tuning the performance of a learning algorithm can be very time-consuming. Given fixed resources, it is often better to spend more time collecting additional training data and more informative features than it is to spend extra time tuning the learning algorithms.

The most widely used learning algorithms are Support Vector Machines, linear regression, logistic regression, naive Bayes, linear discriminant analysis, decision trees, k-nearest neighbor algorithm, and Neural Networks (Multilayer perceptron).

18.2 How supervised learning algorithms work

Given a set of \( N \) training examples of the form \( \{(x_1, y_1), \ldots, (x_N, y_N)\} \) such that \( x_i \) is the feature vector of the \( i \)-th example and \( y_i \) is its label (i.e., class), a learning algorithm seeks a function \( g : X \to Y \), where \( X \) is the input space and \( Y \) is the output space. The function \( g \) is an element of some space of possible functions \( G \), usually called the hypothesis space. It is sometimes convenient to represent \( g \) using a scoring function \( f : X \times Y \to \mathbb{R} \) such that \( g \) is defined as returning the \( y \) value that gives the highest score: \( g(x) = \arg \max_y f(x, y) \). Let \( F \) denote the space of scoring functions.

Although \( G \) and \( F \) can be any space of functions, many learning algorithms are probabilistic models where \( g \) takes the form of a conditional probability model \( g(x) = P(y|x) \), or \( f \) takes the form of a joint probability model \( f(x, y) = P(x, y) \). For example, naive Bayes and linear discriminant analysis are joint probability models, whereas logistic regression is a conditional probability model.

There are two basic approaches to choosing \( f \) or \( g \): empirical risk minimization and structural risk minimization.\(^{[6]}\) Empirical risk minimization seeks the function that best fits the training data. Structural risk minimize includes a penalty function that controls the bias/variance tradeoff.

In both cases, it is assumed that the training set consists of a sample of independent and identically distributed pairs, \((x_i, y_i)\). In order to measure how well a function fits the training data, a loss function \( L : Y \times Y \to \mathbb{R}^{\geq 0} \) is defined. For training example \((x_i, y_i)\), the loss of predicting the value \( \hat{y} \) is \( L(y_i, \hat{y}) \).

The risk \( R(g) \) of function \( g \) is defined as the expected loss of \( g \). This can be estimated from the training data as

\[
R_{emp}(g) = \frac{1}{N} \sum_{i=1}^{N} L(y_i, g(x_i))
\]

18.2.1 Empirical risk minimization

Main article: Empirical risk minimization

In empirical risk minimization, the supervised learning algorithm seeks the function \( g \) that minimizes \( R(g) \). Hence, a supervised learning algorithm can be constructed by applying an optimization algorithm to find \( g \).

When \( g \) is a conditional probability distribution \( P(y|x) \) and the loss function is the negative log likelihood: \( L(y, \hat{y}) = -\log P(y|x) \), then empirical risk minimization is equivalent to maximum likelihood estimation. When \( G \) contains many candidate functions or the training set is not sufficiently large, empirical risk minimization leads to high variance and poor generalization. The learning algorithm is able to memorize the training examples without generalizing well. This is called overfitting.

18.2.2 Structural risk minimization

Structural risk minimization seeks to prevent overfitting by incorporating a regularization penalty into the optimization. The regularization penalty can be viewed as implementing a form of Occam’s razor that prefers simpler functions over more complex ones.

A wide variety of penalties have been employed that correspond to different definitions of complexity. For example, consider the case where the function \( g \) is a linear function of the form

\[
g(x) = \sum_{j=1}^{d} \beta_j x_j
\]

A popular regularization penalty is \( \sum_j \beta_j^2 \), which is the squared Euclidean norm of the weights, also known as the \( L_2 \) norm. Other norms include the \( L_1 \) norm, \( \sum_j |\beta_j| \), and the \( L_0 \) norm, which is the number of non-zero \( \beta_j \)s. The penalty will be denoted by \( C(g) \).

The supervised learning optimization problem is to find the function \( g \) that minimizes

\[
J(g) = R_{emp}(g) + \lambda C(g).
\]

The parameter \( \lambda \) controls the bias-variance tradeoff. When \( \lambda = 0 \), this gives empirical risk minimization with low bias and high variance. When \( \lambda \) is large, the learning
algorithm will have high bias and low variance. The value of $\lambda$ can be chosen empirically via cross validation.

The complexity penalty has a Bayesian interpretation as the negative log prior probability of $g$, $-\log P(g)$, in which case $J(g)$ is the posterior probability of $g$.

### 18.3 Generative training

The training methods described above are discriminative training methods, because they seek to find a function $g$ that discriminates well between the different output values (see discriminative model). For the special case where $f(x, y) = P(x, y)$ is a joint probability distribution and the loss function is the negative log likelihood $-\sum \log P(x_i, y_i)$, a risk minimization algorithm is said to perform generative training, because $f$ can be regarded as a generative model that explains how the data were generated. Generative training algorithms are often simpler and more computationally efficient than discriminative training algorithms. In some cases, the solution can be computed in closed form as in naive Bayes and linear discriminant analysis.

### 18.4 Generalizations of supervised learning

There are several ways in which the standard supervised learning problem can be generalized:

1. **Semi-supervised learning**: In this setting, the desired output values are provided only for a subset of the training data. The remaining data is unlabeled.

2. **Active learning**: Instead of assuming that all of the training examples are given at the start, active learning algorithms interactively collect new examples, typically by making queries to a human user. Often, the queries are based on unlabeled data, which is a scenario that combines semi-supervised learning with active learning.

3. **Structured prediction**: When the desired output value is a complex object, such as a parse tree or a labeled graph, then standard methods must be extended.

4. **Learning to rank**: When the input is a set of objects and the desired output is a ranking of those objects, then again the standard methods must be extended.

### 18.5 Approaches and algorithms

- Artificial neural network
- Backpropagation
- Boosting (meta-algorithm)
- Bayesian statistics
- Case-based reasoning
- Decision tree learning
- Inductive logic programming
- Gaussian process regression
- Group method of data handling
- Kernel estimators
- Learning Automata
- Minimum message length (decision trees, decision graphs, etc.)
- Multilinear subspace learning
- Naive bayes classifier
- Nearest Neighbor Algorithm
- Probably approximately correct learning (PAC) learning
- Ripple down rules, a knowledge acquisition methodology
- Symbolic machine learning algorithms
- Subsymbolic machine learning algorithms
- Support vector machines
- Random Forests
- Ensembles of Classifiers
- Ordinal classification
- Data Pre-processing
- Handling imbalanced datasets
- Statistical relational learning
- Proaftn, a multicriteria classification algorithm
18.6 Applications

- Bioinformatics
- Cheminformatics
  - Quantitative structure–activity relationship
- Database marketing
- Handwriting recognition
- Information retrieval
  - Learning to rank
- Object recognition in computer vision
- Optical character recognition
- Spam detection
- Pattern recognition
- Speech recognition

18.7 General issues

- Computational learning theory
- Inductive bias
- Overfitting (machine learning)
- (Uncalibrated) Class membership probabilities
- Version spaces

18.8 References


18.9 External links

- mloss.org: a directory of open source machine learning software.
Chapter 19

Linear regression

In statistics, linear regression is an approach for modeling the relationship between a scalar dependent variable \( y \) and one or more explanatory variables (or independent variable) denoted \( X \). The case of one explanatory variable is called simple linear regression. For more than one explanatory variable, the process is called multiple linear regression.\(^1\) (This term should be distinguished from multivariate linear regression, where multiple correlated dependent variables are predicted, rather than a single scalar variable.)\(^2\)

In linear regression, data are modeled using linear predictor functions, and unknown model parameters are estimated from the data. Such models are called linear models.\(^3\) Most commonly, linear regression refers to a model in which the conditional mean of \( y \) given the value of \( X \) is an affine function of \( X \). Less commonly, linear regression could refer to a model in which the median, or some other quantile of the conditional distribution of \( y \) given \( X \) is expressed as a linear function of \( X \). Like all forms of regression analysis, linear regression focuses on the conditional probability distribution of \( y \) given \( X \), rather than on the joint probability distribution of \( y \) and \( X \), which is the domain of multivariate analysis.

Linear regression was the first type of regression analysis to be studied rigorously, and to be used extensively in practical applications.\(^4\) This is because models which depend linearly on their unknown parameters are easier to fit than models which are non-linearly related to their parameters and because the statistical properties of the resulting estimators are easier to determine.

Linear regression has many practical uses. Most applications fall into one of the following two broad categories:

- If the goal is prediction, or forecasting, or reduction, linear regression can be used to fit a predictive model to an observed data set of \( y \) and \( X \) values. After developing such a model, if an additional value of \( X \) is then given without its accompanying value of \( y \), the fitted model can be used to make a prediction of the value of \( y \).

- Given a variable \( y \) and a number of variables \( X_1, \ldots, X_p \) that may be related to \( y \), linear regression analysis can be applied to quantify the strength of the relationship between \( y \) and the \( X_j \), to assess which \( X_j \) may have no relationship with \( y \) at all, and to identify which subsets of the \( X_j \) contain redundant information about \( y \).

Linear regression models are often fitted using the least squares approach, but they may also be fitted in other ways, such as by minimizing the “lack of fit” in some other norm (as with least absolute deviations regression), or by minimizing a penalized version of the least squares loss function as in ridge regression (L2-norm penalty) and lasso (L1-norm penalty). Conversely, the least squares approach can be used to fit models that are not linear models. Thus, although the terms “least squares” and “linear model” are closely linked, they are not synonymous.

19.1 Introduction to linear regression

![Example of simple linear regression, which has one independent variable](image)

Given a data set \( \{y_i, x_{i1}, \ldots, x_{ip}\}_{i=1}^n \) of \( n \) statistical units, a linear regression model assumes that the relationship between the dependent variable \( y_i \) and the \( p \)-vector of regressors \( x_i \) is linear. This relationship is modeled through a disturbance term or error variable \( \epsilon_i \) — an unobserved random variable that adds noise to the linear relationship between the dependent variable and regressors. Thus the model takes the form
Some remarks on terminology and general use:

\[ y_i = \beta_1 x_{i1} + \cdots + \beta_p x_{ip} + \varepsilon_i = x_i^T \beta + \varepsilon_i, \quad i = 1, \ldots, n, \]

where T denotes the transpose, so that \( x_i^T \beta \) is the inner product between vectors \( x_i \) and \( \beta \).

Often these \( n \) equations are stacked together and written in vector form as

\[
y = X \beta + \varepsilon,
\]

where

\[
y = \begin{pmatrix} y_1 \\ y_2 \\ \vdots \\ y_n \end{pmatrix}, \quad X = \begin{pmatrix} x_{11} & \cdots & x_{1p} \\ x_{21} & \cdots & x_{2p} \\ \vdots & \ddots & \vdots \\ x_{n1} & \cdots & x_{np} \end{pmatrix}, \quad \beta = \begin{pmatrix} \beta_1 \\ \beta_2 \\ \vdots \\ \beta_p \end{pmatrix}.
\]

Some remarks on terminology and general use:

- \( y_i \) is called the regressand, endogenous variable, response variable, measured variable, criterion variable, or dependent variable (see dependent and independent variables). The decision as to which variable in a data set is modeled as the dependent variable and which are modeled as the independent variables may be based on a presumption that the value of one of the variables is caused by, or directly influenced by the other variables. Alternatively, there may be an operational reason to model one of the variables in terms of the others, in which case there need be no presumption of causality.

- \( x_{i1}, x_{i2}, \ldots, x_{ip} \) are called regressors, exogenous variables, explanatory variables, covariates, input variables, predictor variables, or independent variables (see dependent and independent variables, but not to be confused with independent random variables). The matrix \( X \) is sometimes called the design matrix.

- Usually a constant is included as one of the regressors. For example we can take \( x_{i1} = 1 \) for \( i = 1, \ldots, n \). The corresponding element of \( \beta \) is called the intercept. Many statistical inference procedures for linear models require an intercept to be present, so it is often included even if theoretical considerations suggest that its value should be zero.

- Sometimes one of the regressors can be a non-linear function of another regressor or of the data, as in polynomial regression and segmented regression. The model remains linear as long as it is linear in the parameter vector \( \beta \).

- The regressors \( x_{ij} \) may be viewed either as random variables, which we simply observe, or they can be considered as predetermined fixed values which we can choose. Both interpretations may be appropriate in different cases, and they generally lead to the same estimation procedures; however different approaches to asymptotic analysis are used in these two situations.

- \( \beta \) is a \( p \)-dimensional parameter vector. Its elements are also called effects, or regression coefficients. Statistical estimation and inference in linear regression focuses on \( \beta \). The elements of this parameter vector are interpreted as the partial derivatives of the dependent variable with respect to the various independent variables. \( \varepsilon_i \) is called the error term, disturbance term, or noise. This variable captures all other factors which influence the dependent variable \( y_i \) other than the regressors \( x_i \). The relationship between the error term and the regressors, for example whether they are correlated, is a crucial step in formulating a linear regression model, as it will determine the method to use for estimation.

Example. Consider a situation where a small ball is being tossed up in the air and then we measure its heights of ascent \( h_i \) at various moments in time \( t_i \). Physics tells us that, ignoring the drag, the relationship can be modeled as

\[ h_i = \beta_1 t_i + \beta_2 t_i^2 + \varepsilon_i, \]

where \( \beta_1 \) determines the initial velocity of the ball, \( \beta_2 \) is proportional to the standard gravity, and \( \varepsilon_i \) is due to measurement errors. Linear regression can be used to estimate the values of \( \beta_1 \) and \( \beta_2 \) from the measured data.
This model is non-linear in the time variable, but it is linear in the parameters $\beta_1$ and $\beta_2$; if we take regressors $x_i = (x_{i1}, x_{i2}) = (t_i, t_i^2)$, the model takes on the standard form

$$h_i = x_i^T \beta + \epsilon_i.$$

### 19.1.1 Assumptions

Standard linear regression models with standard estimation techniques make a number of assumptions about the predictor variables, the response variables and their relationship. Numerous extensions have been developed that allow each of these assumptions to be relaxed (i.e. reduced to a weaker form), and in some cases eliminated entirely. Some methods are general enough that they can relax multiple assumptions at once, and in other cases this can be achieved by combining different extensions. Generally these extensions make the estimation procedure more complex and time-consuming, and may also require more data in order to produce an equally precise model.

The following are the major assumptions made by standard linear regression models with standard estimation techniques (e.g. ordinary least squares):

- **Weak exogeneity.** This essentially means that the predictor variables $x$ can be treated as fixed values, rather than random variables. This means, for example, that the predictor variables are assumed to be error-free—that is, not contaminated with measurement errors. Although this assumption is not realistic in many settings, dropping it leads to significantly more difficult errors-in-variables models.

- **Linearity.** This means that the mean of the response variable is a linear combination of the parameters (regression coefficients) and the predictor variables. Note that this assumption is much less restrictive than it may at first seem. Because the predictor variables are treated as fixed values (see above), linearity is really only a restriction on the parameters. The predictor variables themselves can be arbitrarily transformed, and in fact multiple copies of the same underlying predictor variable can be added, each one transformed differently. This trick is used, for example, in polynomial regression, which uses linear regression to fit the response variable as an arbitrary polynomial function (up to a given rank) of a predictor variable. This makes linear regression an extremely powerful inference method. In fact, models such as polynomial regression are often "too powerful", in that they tend to overfit the data. As a result, some kind of regularization must typically be used to prevent unreasonable solutions coming out of the estimation process. Common examples are ridge regression and lasso regression. Bayesian linear regression can also be used, which by its nature is more or less immune to the problem of overfitting. (In fact, ridge regression and lasso regression can both be viewed as special cases of Bayesian linear regression, with particular types of prior distributions placed on the regression coefficients.)

- **Constant variance** (a.k.a. homoscedasticity). This means that different response variables have the same variance in their errors, regardless of the values of the predictor variables. In practice this assumption is invalid (i.e. the errors are heteroscedastic) if the response variables can vary over a wide scale. In order to determine for heterogeneous error variance, or when a pattern of residuals violates model assumptions of homoscedasticity (error is equally variable around the 'best-fitting line' for all points of $x$), it is prudent to look for a "fanning effect" between residual error and predicted values. This is to say there will be a systematic change in the absolute or squared residuals when plotted against the predicted outcome. Error will not be evenly distributed across the regression line. Heteroscedasticity will result in the averaging over of distinguishable variances around the points to get a single variance that is inaccurately representing all the variances of the line. In effect, residuals appear clustered and spread apart on their predicted plots for larger and smaller values for points along the linear regression line, and the mean squared error for the model will be wrong. Typically, for example, a response variable whose mean is large will have a greater variance than one whose mean is small. For example, a given person whose income is predicted to be $100,000 may easily have an actual income of $80,000 or $120,000 (a standard deviation of around $20,000), while another person with a predicted income of $10,000 is unlikely to have the same $20,000 standard deviation, which would imply their actual income would vary anywhere between -$10,000 and $30,000. (In fact, as this shows, in many cases—often the same cases where the assumption of normally distributed errors fails—the variance or standard deviation should be predicted to be proportional to the mean, rather than constant.) Simple linear regression estimation methods give less precise parameter estimates and misleading inferential quantities such as standard errors when substantial heteroscedasticity is present. However, various estimation techniques (e.g. weighted least squares and heteroscedasticity-consistent standard errors) can handle heteroscedasticity in a quite general way. Bayesian linear regression techniques can also be used when the variance is assumed to be a function of the mean. It is also possible in some cases to fix the problem by applying a transformation to the response variable (e.g. fit the logarithm...
of the response variable using a linear regression model, which implies that the response variable has a log-normal distribution rather than a normal distribution).

- **Independence** of errors. This assumes that the errors of the response variables are uncorrelated with each other. (Actual statistical independence is a stronger condition than mere lack of correlation and is often not needed, although it can be exploited if it is known to hold.) Some methods (e.g. generalized least squares) are capable of handling correlated errors, although they typically require significantly more data unless some sort of regularization is used to bias the model towards assuming uncorrelated errors. Bayesian linear regression is a general way of handling this issue.

- **Lack of multicollinearity** in the predictors. For standard least squares estimation methods, the design matrix \( X \) must have full column rank \( p \); otherwise, we have a condition known as multicollinearity in the predictor variables. This can be triggered by having two or more perfectly correlated predictor variables (e.g. if the same predictor variable is mistakenly given twice, either without transforming one of the copies or by transforming one of the copies linearly). It can also happen if there is too little data available compared to the number of parameters to be estimated (e.g. fewer data points than regression coefficients). In the case of multicollinearity, the parameter vector \( \beta \) will be non-identifiable—it has no unique solution. At most we will be able to identify some of the parameters, i.e. narrow down its value to some linear subspace of \( \mathbb{R}^p \). See partial least squares regression. Methods for fitting linear models with multicollinearity have been developed; some require additional assumptions such as “effect sparsity”—that a large fraction of the effects are exactly zero. Note that the more computationally expensive iterated algorithms for parameter estimation, such as those used in generalized linear models, do not suffer from this problem—and in fact it’s quite normal to when handling categorically valued predictors to introduce a separate indicator variable predictor for each possible category, which inevitably introduces multicollinearity.

Beyond these assumptions, several other statistical properties of the data strongly influence the performance of different estimation methods:

- The statistical relationship between the error terms and the regressors plays an important role in determining whether an estimation procedure has desirable sampling properties such as being unbiased and consistent.

- The arrangement, or probability distribution of the predictor variables \( x \) has a major influence on the precision of estimates of \( \beta \). Sampling and design of experiments are highly developed subfields of statistics that provide guidance for collecting data in such a way to achieve a precise estimate of \( \beta \).

### 19.1.2 Interpretation

![Graphs of linear regression models](image)

The sets in the Anscombe's quartet have the same linear regression line but are themselves very different.

A fitted linear regression model can be used to identify the relationship between a single predictor variable \( x_j \) and the response variable \( y \) when all the other predictor variables in the model are “held fixed”. Specifically, the interpretation of \( \beta_j \) is the expected change in \( y \) for a one-unit change in \( x_j \) when the other covariates are held fixed—that is, the expected value of the partial derivative of \( y \) with respect to \( x_j \). This is sometimes called the unique effect of \( x_j \) on \( y \). In contrast, the marginal effect of \( x_j \) on \( y \) can be assessed using a correlation coefficient or simple linear regression model relating \( x_j \) to \( y \); this effect is the total derivative of \( y \) with respect to \( x_j \).

Care must be taken when interpreting regression results, as some of the regressors may not allow for marginal changes (such as dummy variables, or the intercept term), while others cannot be held fixed (recall the example from the introduction: it would be impossible to “hold it fixed” and at the same time change the value of \( u^2 \)).

It is possible that the unique effect can be nearly zero even when the marginal effect is large. This may imply that some other covariate captures all the information in \( x_j \), so that once that variable is in the model, there is no contribution of \( x_j \) to the variation in \( y \). Conversely, the unique effect of \( x_j \) can be large while its marginal effect is nearly zero. This would happen if the other covariates explained a great deal of the variation of \( y \), but they mainly explain variation in a way that is complementary to what is captured by \( x_j \). In this case, including the other variables in the model reduces the part of the variability of \( y \) that is unrelated to \( x_j \), thereby strengthening the apparent relationship with \( x_j \).
The meaning of the expression “held fixed” may depend on how the values of the predictor variables arise. If the experimenter directly sets the values of the predictor variables according to a study design, the comparisons of interest may literally correspond to comparisons among units whose predictor variables have been “held fixed” by the experimenter. Alternatively, the expression “held fixed” can refer to a selection that takes place in the context of data analysis. In this case, we “hold a variable fixed” by restricting our attention to the subsets of the data that happen to have a common value for the given predictor variable. This is the only interpretation of “held fixed” that can be used in an observational study.

The notion of a “unique effect” is appealing when studying a complex system where multiple interrelated components influence the response variable. In some cases, it can literally be interpreted as the causal effect of an intervention that is linked to the value of a predictor variable. However, it has been argued that in many cases, multiple regression analysis fails to clarify the relationships between the predictor variables and the response variable when the predictors are correlated with each other and are not assigned following a study design. A commonality analysis may be helpful in disentangling the shared and unique impacts of correlated independent variables.

19.2 Extensions

Numerous extensions of linear regression have been developed, which allow some or all of the assumptions underlying the basic model to be relaxed.

19.2.1 Simple and multiple regression

The very simplest case of a single scalar predictor variable $x$ and a single scalar response variable $y$ is known as simple linear regression. The extension to multiple and/or vector-valued predictor variables (denoted with a capital $X$) is known as multiple linear regression, also known as multivariable linear regression. Nearly all real-world regression models involve multiple predictors, and basic descriptions of linear regression are often phrased in terms of the multiple regression model. Note, however, that in these cases the response variable $y$ is still a scalar. Another term multivariate linear regression refers to cases where $y$ is a vector, i.e., the same as general linear regression. The difference between multivariate linear regression and multivariable linear regression should be emphasized as it causes much confusion and misunderstanding in the literature.

19.2.2 General linear models

The general linear model considers the situation when the response variable $Y$ is not a scalar but a vector. Conditional linearity of $E(y|x) = Bx$ is still assumed, with a matrix $B$ replacing the vector $\beta$ of the classical linear regression model. Multivariate analogues of OLS and GLS have been developed. The term “general linear models” is equivalent to “multivariate linear models”. It should be noted the difference of “multivariate linear models” and “multivariable linear models,” where the former is the same as “general linear models” and the latter is the same as “multiple linear models.”

19.2.3 Heteroscedastic models

Various models have been created that allow for heteroscedasticity, i.e., the errors for different response variables may have different variances. For example, weighted least squares is a method for estimating linear regression models when the response variables may have different error variances, possibly with correlated errors. (See also Weighted linear least squares, and generalized least squares.) Heteroscedasticity-consistent standard errors is an improved method for use with uncorrelated but potentially heteroscedastic errors.

19.2.4 Generalized linear models

Generalized linear models (GLMs) are a framework for modeling a response variable $y$ that is bounded or discrete. This is used, for example:

- when modeling positive quantities (e.g., prices or populations) that vary over a large scale—which are better described using a skewed distribution such as the log-normal distribution or Poisson distribution (although GLMs are not used for log-normal data, instead the response variable is simply transformed using the logarithm function);

- when modeling categorical data, such as the choice of a given candidate in an election (which is better described using a Bernoulli distribution/binomial distribution for binary choices, or a categorical distribution/multinomial distribution for multi-way choices), where there are a fixed number of choices that cannot be meaningfully ordered;

- when modeling ordinal data, e.g., ratings on a scale from 0 to 5, where the different outcomes can be ordered but where the quantity itself may not have any absolute meaning (e.g. a rating of 4 may not be “twice as good” in any objective sense as a rating of 2, but simply indicates that it is better than 2 or 3 but not as good as 5).
particular it typically has the effect of transforming between the \((-\infty, \infty)\) range of the linear predictor and the range of the response variable.

Some common examples of GLMs are:

- **Poisson regression** for count data.
- **Logistic regression** and **probit regression** for binary data.
- **Multinomial logistic regression** and **multinomial probit regression** for categorical data.
- **Ordered probit regression** for ordinal data.

Single index models allow some degree of nonlinearity in the relationship between \(x\) and \(y\), while preserving the central role of the linear predictor \(\beta'x\) as in the classical linear regression model. Under certain conditions, simply applying OLS to data from a single-index model will consistently estimate \(\beta\) up to a proportionality constant.[11]

### 19.2.5 Hierarchical linear models

Hierarchical linear models (or **multilevel regression**) organizes the data into a hierarchy of regressions, for example where \(A\) is regressed on \(B\), and \(B\) is regressed on \(C\). It is often used where the data have a natural hierarchical structure such as in educational statistics, where students are nested in classrooms, classrooms are nested in schools, and schools are nested in some administrative grouping, such as a school district. The response variable might be a measure of student achievement such as a test score, and different covariates would be collected at the classroom, school, and school district levels.

### 19.2.6 Errors-in-variables

Errors-in-variables models (or “measurement error models”) extend the traditional linear regression model to allow the predictor variables \(X\) to be observed with error. This error causes standard estimators of \(\beta\) to become biased. Generally, the form of bias is an attenuation, meaning that the effects are biased toward zero.

### 19.2.7 Others

- In Dempster–Shafer theory, or a linear belief function in particular, a linear regression model may be represented as a partially swept matrix, which can be combined with similar matrices representing observations and other assumed normal distributions and state equations. The combination of swept or unswept matrices provides an alternative method for estimating linear regression models.

### 19.3 Estimation methods

A large number of procedures have been developed for parameter estimation and inference in linear regression. These methods differ in computational simplicity of algorithms, presence of a closed-form solution, robustness with respect to heavy-tailed distributions, and theoretical assumptions needed to validate desirable statistical properties such as consistency and asymptotic efficiency.

Some of the more common estimation techniques for linear regression are summarized below.

#### 19.3.1 Least-squares estimation and related techniques

- **Ordinary least squares** (OLS) is the simplest and thus most common estimator. It is conceptually simple and computationally straightforward. OLS estimates are commonly used to analyze both experimental and observational data.

  The OLS method minimizes the sum of squared residuals, and leads to a closed-form expression for the estimated value of the unknown parameter \(\beta\):

  \[
  \hat{\beta} = (X^TX)^{-1}X^Ty = \left( \sum x_i x_i^T \right)^{-1} \left( \sum x_i y_i \right).
  \]

  The estimator is unbiased and consistent if the errors have finite variance and are uncorrelated with the regressors[12]

  \[
  \mathbb{E}[x_i \varepsilon_i] = 0.
  \]
It is also efficient under the assumption that the errors have finite variance and are homoscedastic, meaning that $E[\varepsilon_i^2|x_i]$ does not depend on $i$. The condition that the errors are uncorrelated with the regressors will generally be satisfied in an experiment, but in the case of observational data, it is difficult to exclude the possibility of an omitted covariate $z$ that is related to both the observed covariates and the response variable. The existence of such a covariate will generally lead to a correlation between the regressors and the response variable, and hence to an inconsistent estimator of $\beta$. The condition of homoscedasticity can fail with either experimental or observational data. If the goal is either inference or predictive modeling, the performance of OLS estimates can be poor if multicollinearity is present, unless the sample size is large.

In simple linear regression, where there is only one regressor (with a constant), the OLS coefficient estimates have a simple form that is closely related to the correlation coefficient between the covariate and the response.

- **Generalized least squares (GLS)** is an extension of the OLS method, that allows efficient estimation of $\beta$ when either heteroscedasticity, or correlations, or both are present among the error terms of the model, as long as the form of heteroscedasticity and correlation is known independently of the data. To handle heteroscedasticity when the error terms are uncorrelated with each other, GLS minimizes a weighted analogue to the sum of squared residuals from OLS regression, where the weight for the $i^{th}$ case is inversely proportional to $\text{var}(\varepsilon_i)$. This special case of GLS is called “weighted least squares”. The GLS solution to estimation problem is

$$\hat{\beta} = (X^T\Omega^{-1}X)^{-1}X^T\Omega^{-1}y,$$

where $\Omega$ is the covariance matrix of the errors. GLS can be viewed as applying a linear transformation to the data so that the assumptions of OLS are met for the transformed data. For GLS to be applied, the covariance structure of the errors must be known up to a multiplicative constant.

- **Percentage least squares** focuses on reducing percentage errors, which is useful in the field of forecasting or time series analysis. It is also useful in situations where the dependent variable has a wide range without constant variance, as here the larger residuals at the upper end of the range would dominate if OLS were used. When the percentage or relative error is normally distributed, least squares percentage regression provides maximum likelihood estimates. Percentage regression is linked to a multiplicative error model, whereas OLS is linked to models containing an additive error term.[13]

- **Iteratively reweighted least squares (IRLS)** is used when heteroscedasticity, or correlations, or both are present among the error terms of the model, but where little is known about the covariance structure of the errors independently of the data.[14] In the first iteration, OLS, or GLS with a provisional covariance structure is carried out, and the residuals are obtained from the fit. Based on the residuals, an improved estimate of the covariance structure of the errors can usually be obtained. A subsequent GLS iteration is then performed using this estimate of the error structure to define the weights. The process can be iterated to convergence, but in many cases, only one iteration is sufficient to achieve an efficient estimate of $\beta$.[15][16]

- **Instrumental variables** regression (IV) can be performed when the regressors are correlated with the errors. In this case, we need the existence of some auxiliary instrumental variables $z_i$ such that $E[z_i\varepsilon_i] = 0$. If $Z$ is the matrix of instruments, then the estimator can be given in closed form as

$$\hat{\beta} = (X^T(Z^TZ)^{-1}Z^TY)^{-1}X^T(Z^TZ)^{-1}Z^Ty.$$ 

- **Optimal instruments** regression is an extension of classical IV regression to the situation where $E[z_i\varepsilon_i] = 0$.

- **Total least squares (TLS)**[17] is an approach to least squares estimation of the linear regression model that treats the covariates and response variable in a more geometrically symmetric manner than OLS. It is one approach to handling the “errors in variables” problem, and is also sometimes used even when the covariates are assumed to be error-free.

### 19.3.2 Maximum-likelihood estimation and related techniques

- **Maximum likelihood estimation** can be performed when the distribution of the error terms is known to belong to a certain parametric family $f_\theta$ of probability distributions.[18] When $f_\theta$ is a normal distribution with mean zero and variance $\theta$, the resulting estimate is identical to the OLS estimate. GLS estimates are maximum likelihood estimates when $\varepsilon$ follows a multivariate normal distribution with a known covariance matrix.

- **Ridge regression**, [19][20][21] and other forms of penalized estimation such as Lasso regression,[22] deliberately introduce bias into the estimation of $\beta$ in order to reduce the variability of the estimate. The resulting estimators generally have lower mean squared error than the OLS estimates, particularly when multicollinearity is present. They are generally used when the goal is to predict the value of the response variable $y$ for values of the predictors $x$ that
have not yet been observed. These methods are not as commonly used when the goal is inference, since it is difficult to account for the bias.

- **Least absolute deviation** (LAD) regression is a robust estimation technique in that it is less sensitive to the presence of outliers than OLS (but is less efficient than OLS when no outliers are present). It is equivalent to maximum likelihood estimation under a Laplace distribution model for \( e \).\(^{[22]}\)

- **Adaptive estimation.** If we assume that error terms are independent from the regressors \( e_i \perp x_i \), the optimal estimator is the 2-step MLE, where the first step is used to non-parametrically estimate the distribution of the error term.\(^{[23]}\)

### 19.3.3 Other estimation techniques

- **Bayesian linear regression** applies the framework of Bayesian statistics to linear regression. (See also Bayesian multivariate linear regression.) In particular, the regression coefficients \( \beta \) are assumed to be random variables with a specified prior distribution. The prior distribution can bias the solutions for the regression coefficients, in a way similar to (but more general than) ridge regression or lasso regression. In addition, the Bayesian estimation process produces not a single point estimate for the “best” values of the regression coefficients but an entire posterior distribution, completely describing the uncertainty surrounding the quantity. This can be used to estimate the “best” coefficients using the mean, mode, median, any quantile (see quantile regression), or any other function of the posterior distribution.

- **Quantile regression** focuses on the conditional quantiles of \( y \) given \( X \) rather than the conditional mean of \( y \) given \( X \). Linear quantile regression models a particular conditional quantile, for example the conditional median, as a linear function \( \beta^T x \) of the predictors.

- **Mixed models** are widely used to analyze linear regression relationships involving dependent data when the dependencies have a known structure. Common applications of mixed models include analysis of data involving repeated measurements, such as longitudinal data, or data obtained from cluster sampling. They are generally fit as parametric models, using maximum likelihood or Bayesian estimation. In the case where the errors are modeled as normal random variables, there is a close connection between mixed models and generalized least squares.\(^{[24]}\) Fixed effects estimation is an alternative approach to analyzing this type of data.

- **Principal component regression** (PCR)\(^{[7][8]}\) is used when the number of predictor variables is large, or when strong correlations exist among the predictor variables. This two-stage procedure first reduces the predictor variables using principal component analysis then uses the reduced variables in an OLS regression fit. While it often works well in practice, there is no general theoretical reason that the most informative linear function of the predictor variables should lie among the dominant principal components of the multivariate distribution of the predictor variables. The partial least squares regression is the extension of the PCR method which does not suffer from the mentioned deficiency.

- **Least-angle regression**\(^{[6]}\) is an estimation procedure for linear regression models that was developed to handle high-dimensional covariate vectors, potentially with more covariates than observations.

- The **Theil–Sen estimator** is a simple robust estimation technique that chooses the slope of the fit line to be the median of the slopes of the lines through pairs of sample points. It has similar statistical efficiency properties to simple linear regression but is much less sensitive to outliers.\(^{[25]}\)

- Other robust estimation techniques, including the \( \alpha \)-trimmed mean approach, and \( L_-, M_-, S_-, \) and \( R \)-estimators have been introduced.

### 19.3.4 Further discussion

In statistics and numerical analysis, the problem of **numerical methods for linear least squares** is an important one because linear regression models are one of the most important types of model, both as formal statistical models and for exploration of data sets. The majority of statistical computer packages contain facilities for regression analysis that make use of linear least squares computations. Hence it is appropriate that considerable effort has been devoted to the task of ensuring that these computations are undertaken efficiently and with due regard to numerical precision. Individual statistical analyses are seldom undertaken in isolation, but rather are part of a sequence of investigatory steps. Some of the topics involved in considering numerical methods for linear least squares relate to this point. Thus important topics can be

- Computations where a number of similar, and often nested, models are considered for the same data set. That is, where models with the same dependent variable but different sets of independent variables are to be considered, for essentially the same set of data points.

- Computations for analyses that occur in a sequence, as the number of data points increases.

- Special considerations for very extensive data sets.
19.4 Applications of linear regression

Linear regression is widely used in biological, behavioral and social sciences to describe possible relationships between variables. It ranks as one of the most important tools used in these disciplines.

19.4.1 Trend line

Main article: Trend estimation

A trend line represents a trend, the long-term movement in time series data after other components have been accounted for. It tells whether a particular data set (say GDP, oil prices or stock prices) have increased or decreased over the period of time. A trend line could simply be drawn by eye through a set of data points, but more properly their position and slope is calculated using statistical techniques like linear regression. Trend lines typically are straight lines, although some variations use higher degree polynomials depending on the degree of curvature desired in the line.

Trend lines are sometimes used in business analytics to show changes in data over time. This has the advantage of being simple. Trend lines are often used to argue that a particular action or event (such as training, or an advertising campaign) caused observed changes at a point in time. This is a simple technique, and does not require a control group, experimental design, or a sophisticated analysis technique. However, it suffers from a lack of scientific validity in cases where other potential changes can affect the data.

19.4.2 Epidemiology

Early evidence relating tobacco smoking to mortality and morbidity came from observational studies employing regression analysis. In order to reduce spurious correlations when analyzing observational data, researchers usually include several variables in their regression models in addition to the variable of primary interest. For example, suppose we have a regression model in which cigarette smoking is the independent variable of interest, and the dependent variable is lifespan measured in years. Researchers might include socio-economic status as an additional independent variable, to ensure that any observed effect of smoking on lifespan is not due to some effect of education or income. However, it is never possible to include all possible confounding variables in an empirical analysis. For example, a hypothetical gene might increase mortality and also cause people to smoke more. For this reason, randomized controlled trials are often able to generate more compelling evidence of causal relationships than can be obtained using regression analyses of obser-
vational data. When controlled experiments are not feasible, variants of regression analysis such as instrumental variables regression may be used to attempt to estimate causal relationships from observational data.

19.4.3 Finance

The capital asset pricing model uses linear regression as well as the concept of beta for analyzing and quantifying the systematic risk of an investment. This comes directly from the beta coefficient of the linear regression model that relates the return on the investment to the return on all risky assets.

19.4.4 Economics

Main article: Econometrics

Linear regression is the predominant empirical tool in economics. For example, it is used to predict consumption spending,\textsuperscript{27} fixed investment spending, inventory investment, purchases of a country’s exports,\textsuperscript{28} spending on imports,\textsuperscript{28} the demand to hold liquid assets,\textsuperscript{29} labor demand,\textsuperscript{30} and labor supply.\textsuperscript{30}

19.4.5 Environmental science

Linear regression finds application in a wide range of environmental science applications. In Canada, the Environmental Effects Monitoring Program uses statistical analyses on fish and benthic surveys to measure the effects of pulp mill or metal mine effluent on the aquatic ecosystem.\textsuperscript{31}

19.5 See also

- Analysis of variance
- Censored regression model
- Cross-sectional regression
- Curve fitting
- Empirical Bayes methods
- Errors and residuals
- Lack-of-fit sum of squares
- Linear classifier
- Logistic regression
- M-estimator
- MLPACK contains a C++ implementation of linear regression
- Multivariate adaptive regression splines
- Nonlinear regression
- Nonparametric regression
- Normal equations
- Projection pursuit regression
- Segmented linear regression
- Stepwise regression
- Support vector machine
- Truncated regression model

19.6 Notes


[4] Yan, Xin (2009), Linear Regression Analysis: Theory and Computing, World Scientific, pp. 1–2, ISBN 9789812834119, Regression analysis ... is probably one of the oldest topics in mathematical statistics dating back to about two hundred years ago. The earliest form of the linear regression was the least squares method, which was published by Legendre in 1805, and by Gauss in 1809 ... Legendre and Gauss both applied the method to the problem of determining, from astronomical observations, the orbits of bodies about the sun.


19.7. REFERENCES


[31] EEMP webpage

19.7 References


- Charles Darwin. The Variation of Animals and Plants under Domestication. (1868) (Chapter XIII describes what was known about reversion in Galton’s time. Darwin uses the term "reversion").


19.8 Further reading


19.9 External links

• Online Linear Regression Calculator & Trend Line Graphing Tool

• Using gradient descent in C++, Boost, Ublas for linear regression

• Lecture notes on linear regression analysis (Robert Nau, Duke University)
Tikhonov regularization, named for Andrey Tikhonov, is the most commonly used method of regularization of ill-posed problems. In statistics, the method is known as ridge regression, and with multiple independent discoveries, it is also variously known as the Tikhonov–Miller method, the Phillips–Twomey method, the constrained linear inversion method, and the method of linear regularization. It is related to the Levenberg–Marquardt algorithm for non-linear least-squares problems.

When the following problem is not well posed (either because of non-existence or non-uniqueness of \( x \))

\[ Ax = b, \]

then the standard approach (known as ordinary least squares) leads to an overdetermined, or more often an underdetermined system of equations. Most real-world phenomena operate as low-pass filters in the forward direction where \( A \) maps \( x \) to \( b \). Therefore in solving the inverse-problem, the inverse-mapping operates as a high-pass filter that has the undesirable tendency of amplifying noise (eigenvalues / singular values are largest in the reverse mapping where they were smallest in the forward mapping). In addition, ordinary least squares implicitly nullifies every element of the reconstructed version of \( x \) that is in the null-space of \( A \), rather than allowing for a model to be used as a prior for \( x \). Ordinary least squares seeks to minimize the sum of squared residuals, which can be compactly written as

\[ \| Ax - b \|^2 \]

where \( \| \cdot \| \) is the Euclidean norm. In order to give preference to a particular solution with desirable properties, a regularization term can be included in this minimization:

\[ \| Ax - b \|^2 + \| \Gamma x \|^2 \]

for some suitably chosen Tikhonov matrix, \( \Gamma \). In many cases, this matrix is chosen as a multiple of the identity matrix ( \( \Gamma = \alpha I \)), giving preference to solutions with smaller norms; this is known as \( L_2 \) regularization.\(^{[1]}\) In other cases, lowpass operators (e.g., a difference operator or a weighted Fourier operator) may be used to enforce smoothness if the underlying vector is believed to be mostly continuous. This regularization improves the conditioning of the problem, thus enabling a direct numerical solution. An explicit solution, denoted by \( \hat{x} \), is given by:

\[ \hat{x} = (A^T A + \Gamma^T \Gamma)^{-1} A^T b \]

The effect of regularization may be varied via the scale of matrix \( \Gamma \). For \( \Gamma = 0 \) this reduces to the unregularized least squares solution provided that \( (A^T A)^{-1} \) exists.

\( L_2 \) regularization is used in many contexts aside from linear regression, such as classification with logistic regression or support vector machines,\(^{[2]}\) and matrix factorization.\(^{[3]}\)

### 20.1 History

Tikhonov regularization has been invented independently in many different contexts. It became widely known from its application to integral equations from the work of Andrey Tikhonov and David L. Phillips. Some authors use the term Tikhonov–Phillips regularization. The finite-dimensional case was expounded by Arthur E. Hoerl, who took a statistical approach, and by Manus Foster, who interpreted this method as a Wiener–Kolmogorov filter. Following Hoerl, it is known in the statistical literature as ridge regression.

### 20.2 Generalized Tikhonov regularization

For general multivariate normal distributions for \( x \) and the data error, one can apply a transformation of the variables to reduce to the case above. Equivalently, one can seek an \( x \) to minimize
\[ \|Ax - b\|_Q^2 + \|x - x_0\|_Q^2 \]

where we have used \( \|x\|_Q^2 \) to stand for the weighted norm \( x^T Q x \) (compare with the Mahalanobis distance). In the Bayesian interpretation \( P \) is the inverse covariance matrix of \( b \), \( x_0 \) is the expected value of \( x \), and \( Q \) is the inverse covariance matrix of \( x \). The Tikhonov matrix is then given as a factorization of the matrix \( Q = \Gamma^T \Gamma \) (e.g. the Cholesky factorization), and is considered a whitening filter.

This generalized problem has an optimal solution \( x^* \) which can be solved explicitly using the formula

\[ x^* = (A^T P A + Q)^{-1}(A^T P b + Q x_0), \]

or equivalently

\[ x^* = x_0 + (A^T P A + Q)^{-1}(A^T P(b - A x_0)). \]

### 20.3 Regularization in Hilbert space

Typically discrete linear ill-conditioned problems result from discretization of integral equations, and one can formulate a Tikhonov regularization in the original infinite-dimensional context. In the above we can interpret \( A \) as a compact operator on Hilbert spaces, and \( x \) and \( b \) as elements in the domain and range of \( A \). The operator \( A^* A + \Gamma^T \Gamma \) is then a self-adjoint bounded invertible operator.

### 20.4 Relation to singular value decomposition and Wiener filter

With \( \Gamma = \alpha I \), this least squares solution can be analyzed in a special way via the singular value decomposition. Given the singular value decomposition of \( A \)

\[ A = U \Sigma V^T \]

with singular values \( \sigma_i \), the Tikhonov regularized solution can be expressed as

\[ \hat{x} = V D U^T b \]

where \( D \) has diagonal values

\[ D_{ii} = \frac{\sigma_i}{\sigma_i^2 + \alpha^2} \]

and is zero elsewhere. This demonstrates the effect of the Tikhonov parameter on the condition number of the regularized problem. For the generalized case a similar representation can be derived using a generalized singular value decomposition.

Finally, it is related to the Wiener filter:

\[ \hat{x} = \sum_{i=1}^{q} f_i u_i^T b_i \]

where the Wiener weights are \( f_i = \frac{\sigma_i^2}{\sigma_i^2 + \alpha^2} \) and \( q \) is the rank of \( A \).

### 20.5 Determination of the Tikhonov factor

The optimal regularization parameter \( \alpha \) is usually unknown and often in practical problems is determined by an ad hoc method. A possible approach relies on the Bayesian interpretation described below. Other approaches include the discrepancy principle, cross-validation, L-curve method, restricted maximum likelihood and unbiased predictive risk estimator. Grace Wahba proved that the optimal parameter, in the sense of leave-one-out cross-validation minimizes:

\[ G = \frac{\text{RSS}}{\tau^2} = \frac{\|X \hat{\beta} - y\|^2}{[\text{Tr}(I - X (X^T X + \alpha^2 I)^{-1} X^T)]^2} \]

where RSS is the residual sum of squares and \( \tau \) is the effective number of degrees of freedom.

Using the previous SVD decomposition, we can simplify the above expression:

\[ \text{RSS} = \sum_{i=1}^{q} \frac{\alpha^2}{\sigma_i^2 + \alpha^2} (u_i^T b) u_i \]

and

\[ \tau = m - \sum_{i=1}^{q} \frac{\sigma_i^2}{\sigma_i^2 + \alpha^2} = m - q + \sum_{i=1}^{q} \frac{\alpha^2}{\sigma_i^2 + \alpha^2} \]

### 20.6 Relation to probabilistic formulation

The probabilistic formulation of an inverse problem introduces (when all uncertainties are Gaussian) a covari-
ance matrix $C_M$ representing the \textit{a priori} uncertainties on the model parameters, and a covariance matrix $C_D$ representing the uncertainties on the observed parameters (see, for instance, Tarantola, 2005). In the special case when these two matrices are diagonal and isotropic, $C_M = \sigma_M^2 I$ and $C_D = \sigma_D^2 I$, and, in this case, the equations of inverse theory reduce to the equations above, with $\alpha = \sigma_D / \sigma_M$.

## 20.7 Bayesian interpretation

Further information: Minimum mean square error § Linear MMSE estimator for linear observation process

Although at first the choice of the solution to this regularized problem may look artificial, and indeed the matrix $\Gamma$ seems rather arbitrary, the process can be justified from a Bayesian point of view. Note that for an ill-posed problem one must necessarily introduce some additional assumptions in order to get a unique solution. Statistically, the prior probability distribution of $x$ is sometimes taken to be a multivariate normal distribution. For simplicity here, the following assumptions are made: the means are zero; their components are independent; the components have the same standard deviation $\sigma_x$. The data are also subject to errors, and the errors in $b$ are also assumed to be independent with zero mean and standard deviation $\sigma_b$. Under these assumptions the Tikhonov-regularized solution is the most probable solution given the data and the \textit{a priori} distribution of $x$, according to Bayes’ theorem.[4]

If the assumption of normality is replaced by assumptions of homoskedasticity and uncorrelatedness of errors, and if one still assumes zero mean, then the Gauss–Markov theorem entails that the solution is the minimal unbiased estimator.

## 20.8 See also

- LASSO estimator is another regularization method in statistics.

## 20.9 References


Chapter 21
Regression analysis

In statistics, regression analysis is a statistical process for estimating the relationships among variables. It includes many techniques for modeling and analyzing several variables, when the focus is on the relationship between a dependent variable and one or more independent variables (or ‘predictors’). More specifically, regression analysis helps one understand how the typical value of the dependent variable (or ‘criterion variable’) changes when any one of the independent variables is varied, while the other independent variables are held fixed. Most commonly, regression analysis estimates the conditional expectation of the dependent variable given the independent variables – that is, the average value of the dependent variable when the independent variables are fixed. Less commonly, the focus is on a quantile, or other location parameter of the conditional distribution of the dependent variable given the independent variables. In all cases, the estimation target is a function of the independent variables called the regression function. In regression analysis, it is also of interest to characterize the variation of the dependent variable around the regression function which can be described by a probability distribution.

Regression analysis is widely used for prediction and forecasting, where its use has substantial overlap with the field of machine learning. Regression analysis is also used to understand which among the independent variables – that is, the average value of the dependent variable when the independent variables are fixed. Less commonly, the focus is on a quantile, or other location parameter of the conditional distribution of the dependent variable given the independent variables. In all cases, the estimation target is a function of the independent variables called the regression function. In regression analysis, it is also of interest to characterize the variation of the dependent variable around the regression function which can be described by a probability distribution.

Regression analysis is widely used for prediction and forecasting, where its use has substantial overlap with the field of machine learning. Regression analysis is also used to understand which among the independent variables – that is, the average value of the dependent variable when the independent variables are fixed. Less commonly, the focus is on a quantile, or other location parameter of the conditional distribution of the dependent variable given the independent variables. In all cases, the estimation target is a function of the independent variables called the regression function. In regression analysis, it is also of interest to characterize the variation of the dependent variable around the regression function which can be described by a probability distribution.

21.1 History

The earliest form of regression was the method of least squares, which was published by Legendre in 1805 and by Gauss in 1809. Legendre and Gauss both applied the method to the problem of determining, from astronomical observations, the orbits of bodies about the Sun (mostly comets, but also later the then newly discovered minor planets). Gauss published a further development of the theory of least squares in 1821, including a version of the Gauss–Markov theorem.

The term “regression” was coined by Francis Galton in the nineteenth century to describe a biological phenomenon. The phenomenon was that the heights of descendants of tall ancestors tend to regress down towards a normal average (a phenomenon also known as regression toward the mean). For Galton, regression had only this biological meaning but his work was later extended by Udny Yule and Karl Pearson to a more general statistical context. In the work of Yule and Pearson, the joint distribution of the response and explanatory variables is assumed to be Gaussian. This assumption was weakened by R.A. Fisher in his works of 1922 and 1925. Fisher assumed that the conditional distribution of the response variable is Gaussian, but the joint distribution need not be. In this respect, Fisher’s assumption is closer to Gauss’s formulation of 1821.

In the 1950s and 1960s, economists used electromechanical desk calculators to calculate regressions. Before 1970, it sometimes took up to 24 hours to receive the result from
one regression.\[^{[16]}\]

Regression methods continue to be an area of active research. In recent decades, new methods have been developed for robust regression, regression involving correlated responses such as time series and growth curves, regression in which the predictor (independent variable) or response variables are curves, images, graphs, or other complex data objects, regression methods accommodating various types of missing data, nonparametric regression, Bayesian methods for regression, regression in which the predictor variables are measured with error, regression with more predictor variables than observations, and causal inference with regression.

### 21.2 Regression models

Regression models involve the following variables:

- The **unknown parameters**, denoted as $\mathbf{\beta}$, which may represent a scalar or a vector.
- The **independent variables**, $\mathbf{X}$.
- The **dependent variable**, $\mathbf{Y}$.

In various fields of application, different terminologies are used in place of dependent and independent variables.

A regression model relates $\mathbf{Y}$ to a function of $\mathbf{X}$ and $\mathbf{\beta}$.

$$ Y \approx f(\mathbf{X}, \mathbf{\beta}) $$

The approximation is usually formalized as $E(\mathbf{Y} \mid \mathbf{X}) = f(\mathbf{X}, \mathbf{\beta})$. To carry out regression analysis, the form of the function $f$ must be specified. Sometimes the form of this function is based on knowledge about the relationship between $\mathbf{Y}$ and $\mathbf{X}$ that does not rely on the data. If no such knowledge is available, a flexible or convenient form for $f$ is chosen.

Assume now that the vector of unknown parameters $\mathbf{\beta}$ is of length $k$. In order to perform a regression analysis the user must provide information about the dependent variable $\mathbf{Y}$:

- If $N$ data points of the form $(\mathbf{Y}, \mathbf{X})$ are observed, where $N < k$, most classical approaches to regression analysis cannot be performed: since the system of equations defining the regression model is underdetermined, there are not enough data to recover $\mathbf{\beta}$.
- If exactly $N = k$ data points are observed, and the function $f$ is linear, the equations $\mathbf{Y} = f(\mathbf{X}, \mathbf{\beta})$ can be solved exactly rather than approximately. This reduces to solving a set of $N$ equations with $N$ unknowns (the elements of $\mathbf{\beta}$), which has a unique solution as long as the $\mathbf{X}$ are linearly independent. If $f$ is nonlinear, a solution may not exist, or many solutions may exist.
- The most common situation is where $N > k$ data points are observed. In this case, there is enough information in the data to estimate a unique value for $\mathbf{\beta}$ that best fits the data in some sense, and the regression model when applied to the data can be viewed as an overdetermined system in $\mathbf{\beta}$.

In the last case, the regression analysis provides the tools for:

1. Finding a solution for unknown parameters $\mathbf{\beta}$ that will, for example, minimize the distance between the measured and predicted values of the dependent variable $\mathbf{Y}$ (also known as method of least squares).

2. Under certain statistical assumptions, the regression analysis uses the surplus of information to provide statistical information about the unknown parameters $\mathbf{\beta}$ and predicted values of the dependent variable $\mathbf{Y}$.

#### 21.2.1 Necessary number of independent measurements

Consider a regression model which has three unknown parameters, $\beta_0$, $\beta_1$, and $\beta_2$. Suppose an experimenter performs 10 measurements all at exactly the same value of independent variable vector $\mathbf{X}$ (which contains the independent variables $X_1$, $X_2$, and $X_3$). In this case, regression analysis fails to give a unique set of estimated values for the three unknown parameters; the experimenter did not provide enough information. The best one can do is to estimate the average value and the standard deviation of the dependent variable $\mathbf{Y}$. Similarly, measuring at two different values of $\mathbf{X}$ would give enough data for a regression with two unknowns, but not for three or more unknowns.

If the experimenter had performed measurements at three different values of the independent variable vector $\mathbf{X}$, then regression analysis would provide a unique set of estimates for the three unknown parameters in $\mathbf{\beta}$.

In the case of general linear regression, the above statement is equivalent to the requirement that the matrix $\mathbf{X}^T\mathbf{X}$ is invertible.

#### 21.2.2 Statistical assumptions

When the number of measurements, $N$, is larger than the number of unknown parameters, $k$, and the measurement errors $\varepsilon_i$ are normally distributed then the excess of information contained in $(N - k)$ measurements is used to make statistical predictions about the unknown parameters. This excess of information is referred to as the degrees of freedom of the regression.
21.3 Underlying assumptions

Classical assumptions for regression analysis include:

- The sample is representative of the population for the inference prediction.
- The error is a random variable with a mean of zero conditional on the explanatory variables.
- The independent variables are measured with no error. (Note: If this is not so, modeling may be done instead using errors-in-variables model techniques).
- The independent variables (predictors) are linearly independent, i.e. it is not possible to express any predictor as a linear combination of the others.
- The errors are uncorrelated, that is, the variance-covariance matrix of the errors is diagonal and each non-zero element is the variance of the error.
- The variance of the error is constant across observations (heteroscedasticity). If not, weighted least squares or other methods might instead be used.

These are sufficient conditions for the least-squares estimator to possess desirable properties; in particular, these assumptions imply that the parameter estimates will be unbiased, consistent, and efficient in the class of linear unbiased estimators. It is important to note that actual data rarely satisfies the assumptions. Many of these assumptions may be relaxed in more advanced treatments. Reports of statistical analyses usually include analyses of tests on the sample data and methodology for the fit and usefulness of the model.

Assumptions include the geometrical support of the variables. Independent and dependent variables often refer to values measured at point locations. There may be spatial trends and spatial autocorrelation in the variables that violate statistical assumptions of regression. Geographical weighted regression is one technique to deal with such data. Also, variables may include values aggregated by areas. With aggregated data the modifiable areal unit problem can cause extreme variation in regression parameters. When analyzing data aggregated by political boundaries, postal codes or census areas results may be very distinct with a different choice of units.

21.4 Linear regression

Main article: Linear regression
See simple linear regression for a derivation of these formulas and a numerical example

In linear regression, the model specification is that the dependent variable, \( y_i \), is a linear combination of the parameters (but need not be linear in the independent variables). For example, in simple linear regression for modeling \( n \) data points there is one independent variable: \( x_i \), and two parameters, \( \beta_0 \) and \( \beta_1 \):

\[
y_i = \beta_0 + \beta_1 x_i + \epsilon_i, \quad i = 1, \ldots, n.
\]

In multiple linear regression, there are several independent variables or functions of independent variables.

Adding a term in \( x_i^2 \) to the preceding regression gives:

\[
y_i = \beta_0 + \beta_1 x_i + \beta_2 x_i^2 + \epsilon_i, \quad i = 1, \ldots, n.
\]

This is still linear regression; although the expression on the right hand side is quadratic in the independent variable \( x_i \), it is linear in the parameters \( \beta_0, \beta_1 \) and \( \beta_2 \).

In both cases, \( \epsilon_i \) is an error term and the subscript \( i \) indexes a particular observation.

Returning our attention to the straight line case: Given a random sample from the population, we estimate the population parameters and obtain the sample linear regression model:

\[
\hat{y}_i = \hat{\beta}_0 + \hat{\beta}_1 x_i. 
\]

The residual, \( e_i = y_i - \hat{y}_i \), is the difference between the value of the dependent variable predicted by the model, \( \hat{y}_i \), and the true value of the dependent variable, \( y_i \). One method of estimation is ordinary least squares. This method obtains parameter estimates that minimize the sum of squared residuals, \( SSE \), also sometimes denoted RSS:

\[
SSE = \sum_{i=1}^{n} e_i^2. 
\]

Minimization of this function results in a set of normal equations, a set of simultaneous linear equations in the parameters, which are solved to yield the parameter estimators, \( \hat{\beta}_0, \hat{\beta}_1 \).

In the case of simple regression, the formulas for the least squares estimates are

\[
\hat{\beta}_1 = \frac{\sum (x_i - \bar{x})(y_i - \bar{y})}{\sum (x_i - \bar{x})^2} \quad \text{and} \quad \hat{\beta}_0 = \bar{y} - \hat{\beta}_1 \bar{x}
\]

where \( \bar{x} \) is the mean (average) of the \( x \) values and \( \bar{y} \) is the mean of the \( y \) values.

Under the assumption that the population error term has a constant variance, the estimate of that variance is given by:
\[ \hat{\varepsilon}_i = y_i - \hat{\beta}_1 x_{i1} - \cdots - \hat{\beta}_p x_{ip}. \]

The normal equations are
\[ \sum_{i=1}^{n} \sum_{k=1}^{p} X_{ij} X_{ik} \hat{\beta}_k = \sum_{i=1}^{n} X_{ij} y_i, \quad j = 1, \ldots, p. \]

In matrix notation, the normal equations are written as
\[ (X^\top X)\hat{\beta} = X^\top Y, \]
where the \( ij \) element of \( X \) is \( x_{ij} \), the \( i \) element of the column vector \( Y \) is \( y_i \), and the \( j \) element of \( \hat{\beta} \) is \( \hat{\beta}_j \). Thus \( X \) is \( n \times p \), \( Y \) is \( n \times 1 \), and \( \hat{\beta} \) is \( p \times 1 \). The solution is
\[ \hat{\beta} = (X^\top X)^{-1} X^\top Y. \]

### 21.4.2 Diagnostics

See also: Category:Regression diagnostics.

Once a regression model has been constructed, it may be important to confirm the goodness of fit of the model and the statistical significance of the estimated parameters. Commonly used checks of goodness of fit include the R-squared, analyses of the pattern of residuals and hypothesis testing. Statistical significance can be checked by an F-test of the overall fit, followed by t-tests of individual parameters.

Interpretations of these diagnostic tests rest heavily on the model assumptions. Although examination of the residuals can be used to invalidate a model, the results of a t-test or F-test are sometimes more difficult to interpret if the model’s assumptions are violated. For example, if the error term does not have a normal distribution, in small samples the estimated parameters will not follow normal distributions and complicate inference. With relatively large samples, however, a central limit theorem can be invoked such that hypothesis testing may proceed using asymptotic approximations.

### 21.4.3 “Limited dependent” variables

The phrase “limited dependent” is used in econometric statistics for categorical and constrained variables.

The response variable may be non-continuous (“limited” to lie on some subset of the real line). For binary (zero or one) variables, if analysis proceeds with least-squares linear regression, the model is called the linear probability model. Nonlinear models for binary dependent variables

---
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Illustration of linear regression on a data set.
include the probit and logit model. The multivariate probit model is a standard method of estimating a joint relationship between several binary dependent variables and some independent variables. For categorical variables with more than two values there is the multinomial logit. For ordinal variables with more than two values, there are the ordered logit and ordered probit models. Censored regression models may be used when the dependent variable is only sometimes observed, and Heckman correction type models may be used when the sample is not randomly selected from the population of interest. An alternative to such procedures is linear regression based on polychoric correlation (or polyserial correlations) between the categorical variables. Such procedures differ in the assumptions made about the distribution of the variables in the population. If the variable is positive with low values and represents the repetition of the occurrence of an event, then count models like the Poisson regression or the negative binomial model may be used instead.

### 21.5 Interpolation and extrapolation

Regression models predict a value of the $Y$ variable given known values of the $X$ variables. Prediction within the range of values in the dataset used for model-fitting is known informally as interpolation. Prediction outside this range of the data is known as extrapolation. Performing extrapolation relies strongly on the regression assumptions. The further the extrapolation goes outside the data, the more room there is for the model to fail due to differences between the assumptions and the sample data or the true values.

It is generally advised that when performing extrapolation, one should accompany the estimated value of the dependent variable with a prediction interval that represents the uncertainty. Such intervals tend to expand rapidly as the values of the independent variable(s) moved outside the range covered by the observed data.

For such reasons and others, some tend to say that it might be unwise to undertake extrapolation.\(^{[23]}\)

However, this does not cover the full set of modelling errors that may be being made: in particular, the assumption of a particular form for the relation between $Y$ and $X$. A properly conducted regression analysis will include an assessment of how well the assumed form is matched by the observed data, but it can only do so within the range of values of the independent variables actually available. This means that any extrapolation is particularly reliant on the assumptions being made about the structural form of the regression relationship. Best-practice advice here is that a linear-in-variables and linear-in-parameters relationship should not be chosen simply for computational convenience, but that all available knowledge should be deployed in constructing a regression model. If this knowledge includes the fact that the dependent variable cannot go outside a certain range of values, this can be made use of in selecting the model – even if the observed dataset has no values particularly near such bounds. The implications of this step of choosing an appropriate functional form for the regression can be great when extrapolation is considered. At a minimum, it can ensure that any extrapolation arising from a fitted model is “realistic” (or in accord with what is known).

### 21.6 Nonlinear regression

Main article: Nonlinear regression

When the model function is not linear in the parameters, the sum of squares must be minimized by an iterative procedure. This introduces many complications which are summarized in Differences between linear and non-linear least squares.

### 21.7 Power and sample size calculations

There are no generally agreed methods for relating the number of observations versus the number of independent variables in the model. One rule of thumb suggested by Good and Hardin is $N = m^n$, where $N$ is the sample size, $n$ is the number of independent variables and $m$ is the number of observations needed to reach the desired precision if the model had only one independent variable.\(^{[25]}\) For example, a researcher is building a linear regression model using a dataset that contains 1000 patients ($N$). If the researcher decides that five observations are needed to precisely define a straight line ($m$), then the maximum number of independent variables the model can support is 4, because

$$\frac{\log 1000}{\log 5} = 4.29.$$  

### 21.8 Other methods

Although the parameters of a regression model are usually estimated using the method of least squares, other methods which have been used include:

- Bayesian methods, e.g. Bayesian linear regression
- Percentage regression, for situations where reducing percentage errors is deemed more appropriate.\(^{[25]}\)
- Least absolute deviations, which is more robust in the presence of outliers, leading to quantile regression
• Nonparametric regression, requires a large number of observations and is computationally intensive
• Distance metric learning, which is learned by the search of a meaningful distance metric in a given input space.\cite{26}

21.9 Software

Main article: List of statistical packages

All major statistical software packages perform least squares regression analysis and inference. Simple linear regression and multiple regression using least squares can be done in some spreadsheet applications and on some calculators. While many statistical software packages can perform various types of nonparametric and robust regression, these methods are less standardized; different software packages implement different methods, and a method with a given name may be implemented differently in different packages. Specialized regression software has been developed for use in fields such as survey analysis and neuroimaging.

21.10 See also

• Confidence Interval for Maximin Effects in Inhomogeneous Data
• Curve fitting
• Estimation Theory
• Forecasting
• Fraction of variance unexplained
• Function approximation
• Kriging (a linear least squares estimation algorithm)
• Local regression
• Modifiable areal unit problem
• Multivariate adaptive regression splines
• Multivariate normal distribution
• Pearson product-moment correlation coefficient
• Prediction interval
• Robust regression
• Segmented regression
• Signal processing
• Stepwise regression
• Trend estimation

21.11 References

[10] Francis Galton. Presidential address, Section H, Anthropology. (1885) (Galton uses the term “regression” in this paper, which discusses the height of humans.)
21.12 Further reading


21.13 External links


- Earliest Uses: Regression – basic history and references

- Regression of Weakly Correlated Data – how linear regression mistakes can appear when Y-range is much smaller than X-range
Chapter 22

Statistical learning theory

See also: Computational learning theory
This article is about statistical learning in machine learning. For its use in psychology, see Statistical learning in language acquisition.

Statistical learning theory is a framework for machine learning drawing from the fields of statistics and functional analysis. Statistical learning theory deals with the problem of finding a predictive function based on data. Statistical learning theory has led to successful applications in fields such as computer vision, speech recognition, bioinformatics and baseball. It is the theoretical framework underlying support vector machines.

22.1 Introduction

The goal of learning is prediction. Learning falls into many categories, including supervised learning, unsupervised learning, online learning, and reinforcement learning. From the perspective of statistical learning theory, supervised learning is best understood. Supervised learning involves learning from a training set of data. Every point in the training is an input-output pair, where the input maps to an output. The learning problem consists of inferring the function that maps between the input and the output in a predictive fashion, such that the learned function can be used to predict output from future input.

Depending of the type of output, supervised learning problems are either problems of regression or problems of classification. If the output takes a continuous range of values, it is a regression problem. Using Ohm’s Law as an example, a regression could be performed with voltage as input and current as output. The regression would find the functional relationship between voltage and current to be \( \frac{1}{R} \), such that

\[ I = \frac{1}{R} V \]

Classification problems are those for which the output will be an element from a discrete set of labels. Classification is very common for machine learning applications. In facial recognition, for instance, a picture of a person’s face would be the input, and the output label would be that person's name. The input would be represented by a large multidimensional vector, in which each dimension represents the value of one of the pixels.

After learning a function based on the training set data, that function is validated on a test set of data, data that did not appear in the training set.

22.2 Formal Description

Take \( X \) to be the vector space of all possible inputs, and \( Y \) to be the vector space of all possible outputs. Statistical learning theory takes the perspective that there is some unknown probability distribution over the product space \( Z = X \otimes Y \), i.e. there exists some unknown \( p(z) = p(\vec{x}, y) \). The training set is made up of \( n \) samples from this probability distribution, and is noted

\[ S = \{(\vec{x}_1, y_1), \ldots, (\vec{x}_n, y_n)\} = \{\vec{z}_1, \ldots, \vec{z}_n\} \]

Every \( \vec{x}_i \) is an input vector from the training data, and \( y_i \) is the output that corresponds to it.

In this formalism, the inference problem consists of finding a function \( f : X \mapsto Y \) such that \( f(\vec{x}) \sim y \). Let \( \mathcal{H} \) be a space of functions \( f : X \mapsto Y \) called the hypothesis space. The hypothesis space is the space of functions the algorithm will search through. Let \( V(f(\vec{x}), y) \) be the loss functional, a metric for the difference between the predicted value \( f(\vec{x}) \) and the actual value \( y \). The expected risk is defined to be

\[ I[f] = \int_{X \otimes Y} V(f(\vec{x}), y)p(\vec{x}, y)d\vec{x}dy \]

The target function, the best possible function \( f \) that can be chosen, is given by the \( f \) that satisfies

\[ \inf_{f \in \mathcal{H}} I[f] \]
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Because the probability distribution \( p(\vec{x}, y) \) is unknown, a proxy measure for the expected risk must be used. This measure is based on the training set, a sample from this unknown probability distribution. It is called the empirical risk

\[
I_S[f] = \frac{1}{n} \sum_{i=1}^{n} V(f(\vec{x}_i), y_i)
\]

A learning algorithm that chooses the function \( f_S \) that minimizes the empirical risk is called empirical risk minimization.

### 22.3 Loss Functions

The choice of loss function is a determining factor on the function \( f_S \) that will be chosen by the learning algorithm. The loss function also affects the convergence rate for an algorithm. It is important for the loss function to be convex.

Different loss functions are used depending on whether the problem is one of regression or one of classification.

#### 22.3.1 Regression

The most common loss function for regression is the square loss function. This familiar loss function is used in ordinary least squares regression. The form is:

\[
V(f(\vec{x}), y) = (y - f(\vec{x}))^2
\]

The absolute value loss is also sometimes used:

\[
V(f(\vec{x}), y) = |y - f(\vec{x})|
\]

#### 22.3.2 Classification

Main article: Statistical classification

In some sense the 0-1 indicator function is the most natural loss function for classification. It takes the value 0 if the predicted output is the same as the actual output, and it takes the value 1 if the predicted output is different from the actual output. For binary classification, this is:

\[
V(f(\vec{x}), y) = \theta(-y f(\vec{x}))
\]

where \( \theta \) is the Heaviside step function.

The 0-1 loss function, however, is not convex. The hinge loss is thus often used:

\[
V(f(\vec{x}, y)) = (y f(\vec{x}))_+
\]

### 22.4 Regularization

This image represents an example of overfitting in machine learning. The red dots represent training set data. The green line represents the true functional relationship, while the blue line shows the learned function, which has fallen victim to overfitting.

In machine learning problems, a major problem that arises is that of overfitting. Because learning is a prediction problem, the goal is not to find a function that most closely fits the (previously observed) data, but to find one that will most accurately predict output from future input. Empirical risk minimization runs this risk of overfitting: finding a function that matches the data exactly but does not predict future output well.

Overfitting is symptomatic of unstable solutions; a small perturbation in the training set data would cause a large variation in the learned function. It can be shown that if the stability for the solution can be guaranteed, generalization and consistency are guaranteed as well.\(^5\)\(^6\)

Regularization can solve the overfitting problem and give the problem stability.

Regularization can be accomplished by restricting the hypothesis space \( \mathcal{H} \). A common example would be restricting \( \mathcal{H} \) to linear functions: this can be seen as a reduction to the standard problem of linear regression. \( \mathcal{H} \) could also be restricted to polynomial of degree \( p \), exponentials, or bounded functions on \( L1 \). Restriction of the hypothesis space avoids overfitting because the form of the potential functions are limited, and so does not allow for the choice of a function that gives empirical risk arbitrarily close to zero.

One example of regularization is Tikhonov regularization. This consists of minimizing
\[
\frac{1}{n} \sum_{i=1}^{n} V(f(\vec{x}_i, y_i)) + \gamma \|f\|_H^2
\]

where \(\gamma\) is a fixed and positive parameter, the regularization parameter. Tikhonov regularization ensures existence, uniqueness, and stability of the solution.[7]

### 22.5 See also

- Reproducing kernel Hilbert spaces are a useful choice for \(\mathcal{H}\).
- Proximal gradient methods for learning

### 22.6 References


Chapter 23

Vapnik–Chervonenkis theory

Vapnik–Chervonenkis theory (also known as VC theory) was developed during 1960–1990 by Vladimir Vapnik and Alexey Chervonenkis. The theory is a form of computational learning theory, which attempts to explain the learning process from a statistical point of view. VC theory is related to statistical learning theory and to empirical processes. Richard M. Dudley and Vladimir Vapnik himself, among others, apply VC-theory to empirical processes.

23.1 Introduction

VC theory covers at least four parts (as explained in The Nature of Statistical Learning Theory):

- Theory of consistency of learning processes
  - What are (necessary and sufficient) conditions for consistency of a learning process based on the empirical risk minimization principle?

- Nonasymptotic theory of the rate of convergence of learning processes
  - How fast is the rate of convergence of the learning process?

- Theory of controlling the generalization ability of learning processes
  - How can one control the rate of convergence (the generalization ability) of the learning process?

- Theory of constructing learning machines
  - How can one construct algorithms that can control the generalization ability?

VC Theory is a major subbranch of statistical learning theory. One of its main applications in statistical learning theory is to provide generalization conditions for learning algorithms. From this point of view, VC theory is related to stability, which is an alternative approach for characterizing generalization.

In addition, VC theory and VC dimension are instrumental in the theory of empirical processes, in the case of processes indexed by VC classes. Arguably these are the most important applications of the VC theory, and are employed in proving generalization. Several techniques will be introduced that are widely used in the empirical process and VC theory. The discussion is mainly based on the book “Weak Convergence and Empirical Processes: With Applications to Statistics”.

23.2 Overview of VC theory in Empirical Processes

23.2.1 Background on Empirical Processes

Let \( X_1, \ldots, X_n \) be random elements defined on a measurable space \( (\mathcal{X}, \mathcal{A}) \). For a measure \( Q \) set:

\[
Qf = \int f dQ
\]

Measurability issues, will be ignored here, for more technical detail see . Let \( F \) be a class of measurable functions \( f : \mathcal{X} \to \mathbb{R} \) and define:

\[
\|Q\|_F = \sup\{|Qf| : f \in F\}.
\]

Define the empirical measure

\[
\mathbb{P}_n = n^{-1} \sum_{i=1}^{n} \delta_{X_i},
\]

where \( \delta \) here stands for the Dirac measure. The empirical measure induces a map \( F \to \mathbb{R} \) given by:

\[
f \mapsto \mathbb{P}_n f
\]

Now suppose \( P \) is the underlying true distribution of the data, which is unknown. Empirical Processes theory aims
at identifying classes $F$ for which statements such as the following hold:

- uniform law of large numbers:
  \[ \|P_n - P\|_F \to 0, \]
- uniform central limit theorem:
  \[ G_n = \sqrt{n}(P_n - P) \sim G, \quad \inf \ell^\infty(F) \]

In the former case $F$ is called Glivenko-Cantelli class, and in the latter case (under the assumption $\forall x, \sup_{f \in F} |f(x) - Pf| < \infty$) the class $F$ is called Donsker or P-Donsker. Obviously, a Donsker class is Glivenko-Cantelli in probability by an application of Slutsky’s theorem.

These statements are true for a single $f$, by standard LLN, CLT arguments under regularity conditions, and the difficulty in the Empirical Processes comes in because joint statements are being made for all $f \in F$. Intuitively then, the set $F$ cannot be too large, and as it turns out that the geometry of $F$ plays a very important role.

One way of measuring how big the function set $F$ is to use the so-called covering numbers. The covering number

$$N(\varepsilon, F, \|\cdot\|)$$

is the minimal number of balls $\{g : \|g - f\| < \varepsilon\}$ needed to cover the set $F$ (here it is obviously assumed that there is an underlying norm on $F$). The entropy is the logarithm of the covering number.

Two sufficient conditions are provided below, under which it can be proved that the set $F$ is Glivenko-Cantelli or Donsker.

A class $F$ is P-Glivenko-Cantelli if it is P-measurable with envelope $F$ such that $P*F < \infty$ and satisfies:

$$\forall \varepsilon > 0 \quad \sup_Q N(\varepsilon, \|F\|_Q, F, L_1(Q)) < \infty.$$  

The next condition is a version of the celebrated Dudley’s theorem. If $F$ is a class of functions such that

$$\int_0^\infty \sup_Q \sqrt{\log N(\varepsilon, \|F\|_{Q, 2}, F, L_2(Q))} d\varepsilon < \infty$$

then $F$ is P-Donsker for every probability measure $P$ such that $P*F^2 < \infty$. In the last integral, the notation means

$$\|f\|_{Q, 2} = \left( \int |f|^2 dQ \right)^{\frac{1}{2}}$$

### 23.2.2 Symmetrization

The majority of the arguments of how to bound the empirical process, rely on symmetrization, maximal and concentration inequalities and chaining. Symmetrization is usually the first step of the proofs, and since it is used in many machine learning proofs on bounding empirical loss functions (including the proof of the VC inequality which is discussed in the next section) it is presented here.

Consider the empirical process:

$$f \mapsto (P_n - P)f = \frac{1}{n} \sum_{i=1}^n (f(X_i) - Pf)$$

Turns out that there is a connection between the empirical and the following symmetrized process:

$$f \mapsto \bar{P}_n^0 = \frac{1}{n} \sum_{i=1}^n \varepsilon_if(X_i)$$

The symmetrized process is a Rademacher process, conditionally on the data $X_i$. Therefore it is a sub-Gaussian process by Hoeffding’s inequality.

**Lemma (Symmetrization).** For every nondecreasing, convex $\Phi : \mathbb{R} \to \mathbb{R}$ and class of measurable functions $F$,

$$\mathbb{E}\Phi(\|P_n - P\|_F) \leq \mathbb{E}\Phi(2 \|P^0_n\|_F)$$

The proof of the Symmetrization lemma relies on introducing independent copies of the original variables $X_i$ (sometimes referred to as a ghost sample) and replacing the inner expectation of the LHS by these copies. After an application of Jensen’s inequality different signs could be introduced (hence the name symmetrization) without changing the expectation. The proof can be found below because of its instructive nature.

[Proof]

Introduce the “ghost sample” $Y_1, \ldots, Y_n$ to be independent copies of $X_1, \ldots, X_n$. For fixed values of $X_1, \ldots, X_n$ one has:

$$\|P_n - P\|_F = \sup_{f \in F} \left| \frac{1}{n} \sum_{i=1}^n f(X_i) - Ef(Y_i) \right| \leq \mathbb{E}_Y \sup_{f \in F} \left| \frac{1}{n} \sum_{i=1}^n f(X_i) - f(Y) \right|$$

Therefore by Jensen’s inequality:

$$\Phi(\|P_n - P\|_F) \leq \mathbb{E}_Y \Phi\left( \left| \frac{1}{n} \sum_{i=1}^n f(X_i) - f(Y) \right| \right)$$

Taking expectation with respect to $X$ gives:
The function of $f$ then argue conditionally on the data, using the fact that a typical way of proving empirical CLTs, first uses which concludes the proof.

Finally using first triangle inequality and then convexity of $\Phi$ gives:

$$\Phi\left(\|\mathbb{P}_n - \mathbb{P}\|_F\right) \leq \frac{1}{2} \mathbb{E}_x \mathbb{E}_Y \left( 2 \left\| \frac{1}{n} \sum_{i=1}^{n} \varepsilon_i f(X_i) - f(Y_i) \right\|_F^2 \right) + \frac{1}{2} \mathbb{E}_X \mathbb{E}_Y \left( 2 \left\| \frac{1}{n} \sum_{i=1}^{n} E_i f(x_i) \right\|_F^2 \right) \leq \mathbb{E}_X \mathbb{E}_Y \left( 2 \left\| \frac{1}{n} \sum_{i=1}^{n} \varepsilon_i f(x_i) \right\|_F^2 \right) \leq C e^{-V}
$$

Where the last two expressions on the RHS are the same, which concludes the proof.

A typical way of proving empirical CLTs, first uses symmetrization to pass the empirical process to $\mathbb{P}_n$ and then argues conditionally on the data, using the fact that Rademacher processes are simple processes with nice properties.

### 23.2.3 VC Connection

It turns out that there is a fascinating connection between certain combinatorial properties of the set $\mathcal{F}$ and the entropy numbers. Uniform covering numbers can be controlled by the notion of Vapnik-Cervonenkis classes of sets - or shortly VC sets.

Take a collection of subsets of the sample space $\mathcal{X} - \mathcal{C}$. A collection of sets is said to pick out a certain subset of the finite set $S = \{x_1, \ldots, x_n\} \subset \mathcal{X}$ if $S = S \cap C$ for some $C \in \mathcal{C}$, $\mathcal{C}$ is said to shatter $S$ if it picks out each of its $2^n$ subsets. The VC-index (similar to VC dimension + 1 for an appropriately chosen classifier set) $V(\mathcal{C})$ of $\mathcal{C}$ is the smallest $n$ for which no set of size $n$ is shattered by $\mathcal{C}$.

Sauer’s lemma then states that the number $\Delta_n(\mathcal{C}, x_1, \ldots, x_n)$ of subsets picked out by a VC-class $\mathcal{C}$ satisfies:

$$\max_{x_1, \ldots, x_n} \Delta_n(\mathcal{C}, x_1, \ldots, x_n) \leq \sum_{j=0}^{V(\mathcal{C})-1} \left( \begin{array}{c} n \\ j \end{array} \right) \leq \left( \frac{ne}{V(\mathcal{C}) - 1} \right)^{V(\mathcal{C})-1} \delta_{i>0} \sum_{a_i>0} a_i (f(x_i) - t_i) = \sum_{a_i<0} (-a_i) (f(x_i) - t_i), \quad \forall f \in \mathcal{F}
$$

Which is a polynomial number $O(n^{V(\mathcal{C})-1})$ of subsets rather than an exponential number. Intuitively this means that a finite VC-index implies that $\mathcal{C}$ has an apparent simplistic structure.

A similar bound can be shown (with a different constant, same rate) for the so-called VC subgraph classes. For a function $f : \mathcal{X} \to \mathbb{R}$ the subgraph is a subset of $\mathcal{X} \times \mathcal{X}$ such that: $\{(x, t) : t < f(x)\}$. A collection of $\mathcal{F}$ is called a VC subgraph class if all subgraphs form a VC-class.

Consider a set of indicator functions $\mathcal{I}_C = \{1_C : C \in \mathcal{C}\}$ in $L_1(\mathbb{Q})$ for discrete empirical type of measure $\mathbb{Q}$ (or equivalently for any probability measure $\mathbb{Q}$). It can then be shown that quite remarkably, for $r \geq 1$:

$$N(\varepsilon, \mathcal{I}_C, L_r(\mathbb{Q})) \leq KV(\mathcal{C})(4\varepsilon) V(\mathcal{C}) e^{-r V(\mathcal{C}) - 1}
$$

Further consider the symmetric convex hull of a set $\mathcal{F}$ : sconv $\mathcal{F}$ being the collection of functions of the form $\sum_{i=1}^{m} \alpha_i f_i$ with $\sum_{i=1}^{m} |\alpha_i| \leq 1$. Then if

$$\log N(\varepsilon\|F\|_{\mathcal{Q}, 2}, \text{sconv} \mathcal{F}, L_2(\mathbb{Q})) \leq K \varepsilon^{-\frac{2V}{V+2}}
$$

The important consequence of this fact is that $\frac{2V}{V+2} > 2$

which is just enough so that the entropy integral is going to converge, and therefore the class sconv $\mathcal{F}$ is going to be P-Donsker.

Finally an example of a VC-subgraph class is considered. Any finite-dimensional vector space $\mathcal{F}$ of measurable functions $f : \mathcal{X} \to \mathbb{R}$ is VC-subgraph of index smaller than or equal to $\dim(\mathcal{F}) + 2$.

[Proof]

Take $n = \dim(\mathcal{F}) + 2$ points $(x_1, t_1), \ldots, (x_n, t_n)$. The vectors:

$$(f(x_1), \ldots, f(x_n)) - (t_1, \ldots, t_n)
$$

are in a $n-1$ dimensional subspace of $\mathbb{R}^n$. Take $a \neq 0$, a vector that is orthogonal to this subspace. Therefore:

$$\langle f(x_1), \ldots, f(x_n) \rangle - \langle t_1, \ldots, t_n \rangle
$$

are in a $n-1$ dimensional subspace of $\mathbb{R}^n$. Take $a \neq 0$, a vector that is orthogonal to this subspace. Therefore:
Consider the set $S = \{(x_i, t_i) : a_i > 0\}$. This set cannot be picked out since if there is some $f$ such that $S = \{(x_i, t_i) : f(x_i) > t_i\}$ that would imply that the LHS is strictly positive but the RHS is non-negative.

There are generalizations of the notion VC subgraph class, e.g. there is the notion of pseudo-dimension. The interested reader can look into.

### 23.3 VC Inequality

A similar setting is considered, which is more common to machine learning. Let $\mathcal{X}$ be a feature space and $\mathcal{Y} = \{0, 1\}$. A function $f : \mathcal{X} \to \mathcal{Y}$ is called a classifier. Let $\mathcal{F}$ be a set of classifiers. Similarly to the previous section, define the shattering coefficient (also known as growth function):

$$S(\mathcal{F}, n) = \max \{|\{(f(x_1), \ldots, f(x_n)), f \in \mathcal{F}\}| \}$$

Note here that there is a 1:1 mapping between each of the functions in $\mathcal{F}$ and the set on which the function is 1. Therefore in terms of the previous section the shattering coefficient is precisely

$$\max \Delta_n(\mathcal{C}, x_1, \ldots, x_n)$$

for $\mathcal{C}$ being the collection of all sets described above. Now for the same reasoning as before, namely using Sauer’s Lemma it can be shown that $S(\mathcal{F}, n)$ is going to be polynomial in $n$ provided that the class $\mathcal{F}$ has a finite VC-dimension or equivalently the collection $\mathcal{C}$ has finite VC-index.

Let $D_n = \{(X_1, Y_1), \ldots, (X_n, Y_n)\}$ is an observed dataset. Assume that the data is generated by an unknown probability distribution $P_{XY}$. Define $R(f) = P(f(X) \neq Y)$ to be the expected 0/1 loss. Of course since $P_{XY}$ is unknown in general, one has no access to $R(f)$, however the empirical risk, given by:

$$\hat{R}_n(f) = \frac{1}{n} \sum_{i=1}^{n} \mathbb{I}(f(X_i) \neq Y_i)$$

can certainly be evaluated. Then one has the following theorem:

#### 23.3.1 Theorem (VC Inequality)

For binary classification and the 0/1 loss function we have the following generalization bounds:

\[
P\left(\sup_{f \in \mathcal{F}} |\hat{R}_n(f) - R(f)| > \varepsilon\right) \leq 8S(\mathcal{F}, n)e^{-\varepsilon^2/32}
\]

\[
\mathbb{E}\left[\sup_{f \in \mathcal{F}} |\hat{R}_n(f) - R(f)|\right] \leq 2\sqrt{\frac{\log S(\mathcal{F}, n) + \log 2}{n}}
\]

In words the VC inequality is saying that as the sample increases, provided that $\mathcal{F}$ has a finite VC dimension, the empirical 0/1 risk becomes a good proxy for the expected 0/1 risk. Note that both RHS of the two inequalities will converge to 0, provided that $S(\mathcal{F}, n)$ grows polynomially in $n$.

The connection between this framework and the Empirical Process framework is evident. Here one is dealing with a modified empirical process

$$|\hat{R}_n - R|_f$$

but not surprisingly the ideas are the same. The proof of the (first part of) VC inequality, relies on symmetrization, and then argue conditionally on the data using concentration inequalities (in particular Hoeffding’s inequality). The interested reader can check the book Theorems 12.4 and 12.5.

### 23.4 References

- ^ See references in articles: Richard M. Dudley, empirical processes, Shattered set.

Chapter 24

Probably approximately correct learning

In computational learning theory, probably approximately correct learning (PAC learning) is a framework for mathematical analysis of machine learning. It was proposed in 1984 by Leslie Valiant.[1] In this framework, the learner receives samples and must select a generalization function (called the hypothesis) from a certain class of possible functions. The goal is that, with high probability (the “probably” part), the selected function will have low generalization error (the “approximately correct” part). The learner must be able to learn the concept given any arbitrary approximation ratio, probability of success, or distribution of the samples. The model was later extended to treat noise (misclassified samples).

An important innovation of the PAC framework is the introduction of computational complexity theory concepts to machine learning. In particular, the learner is expected to find efficient functions (time and space requirements bounded to a polynomial of the example size), and the learner itself must implement an efficient procedure (requiring an example count bounded to a polynomial of the concept size, modified by the approximation and likelihood bounds).

24.1 Definitions and terminology

In order to give the definition for something that is PAC-learnable, we first have to introduce some terminology.[2][3]

For the following definitions, two examples will be used. The first is the problem of character recognition given an array of \( n \) bits encoding a binary-valued image. The other example is the problem of finding an interval that will correctly classify points within the interval as positive and the points outside of the range as negative.

Let \( X \) be a set called the instance space or the encoding of all the samples, and each instance have length assigned. In the character recognition problem, the instance space is \( X = \{0, 1\}^n \). In the interval problem the instance space is \( X = \mathbb{R} \), where \( \mathbb{R} \) denotes the set of all real numbers.

A concept is a subset \( c \subseteq X \). One concept is the set of all patterns of bits in \( X = \{0, 1\}^n \) that encode a picture of the letter “P”. An example concept from the second example is the set of all of the numbers between \( \pi/2 \) and \( \sqrt{10} \). A concept class \( C \) is a set of concepts over \( X \). This could be the set of all subsets of the array of bits that are skeletonized 4-connected (width of the font is 1).

Let \( EX(c, D) \) be a procedure that draws an example, \( x \), using a probability distribution \( D \) and gives the correct label \( c(x) \), that is 1 if \( x \in c \) and 0 otherwise. Say that there is an algorithm \( A \) that given access to \( EX(c, D) \) and inputs \( \epsilon \) and \( \delta \) that, with probability of at least \( 1 - \delta \), \( A \) outputs a hypothesis \( h \in C \) that has error less than or equal to \( \epsilon \) with examples drawn from \( X \) with the distribution \( D \). If there is such an algorithm for every concept \( c \in C \), for every distribution \( D \) over \( X \), and for all \( 0 < \epsilon < 1/2 \) and \( 0 < \delta < 1/2 \) then \( C \) is PAC learnable (or distribution-free PAC learnable). We can also say that \( A \) is a PAC learning algorithm for \( C \).

An algorithm runs in time \( t \) if it draws at most \( t \) examples and requires at most \( t \) time steps. A concept class is efficiently PAC learnable if it is PAC learnable by an algorithm that runs in time polynomial in \( 1/\epsilon, 1/\delta \) and instance length.

24.2 Equivalence

Under some regularity conditions these three conditions are equivalent:

1. The concept class \( C \) is PAC learnable.
2. The VC dimension of \( C \) is finite.
3. \( C \) is a uniform Glivenko-Cantelli class.

24.3 References

24.4 Further reading


Chapter 25

Algorithmic learning theory

Algorithmic learning theory is a mathematical framework for analyzing machine learning problems and algorithms. Synonyms include formal learning theory and algorithmic inductive inference. Algorithmic learning theory is different from statistical learning theory in that it does not make use of statistical assumptions and analysis. Both algorithmic and statistical learning theory are concerned with machine learning and can thus be viewed as branches of computational learning theory.

25.1 Distinguishing Characteristics

Unlike statistical learning theory and most statistical theory in general, algorithmic learning theory does not assume that data are random samples, that is, that data points are independent of each other. This makes the theory suitable for domains where observations are (relatively) noise-free but not random, such as language learning and automated scientific discovery.

The fundamental concept of algorithmic learning theory is learning in the limit: as the number of data points increases, a learning algorithm should converge to a correct hypothesis on every possible data sequence consistent with the problem space. This is a non-probabilistic version of statistical consistency, which also requires convergence to a correct model in the limit, but allows a learner to fail on data sequences with probability measure 0.

Algorithmic learning theory investigates the learning power of Turing machines. Other frameworks consider a much more restricted class of learning algorithms than Turing machines, for example learners that compute hypotheses more quickly, for instance in polynomial time. An example of such a framework is probably approximately correct learning.

25.2 Learning in the limit

The concept was introduced in E. Mark Gold's seminal paper "Language identification in the limit". The objective of language identification is for a machine running one program to be capable of developing another program by which any given sentence can be tested to determine whether it is "grammatical" or "ungrammatical". The language being learned need not be English or any other natural language - in fact the definition of "grammatical" can be absolutely anything known to the tester.

In Gold's learning model, the tester gives the learner an example sentence at each step, and the learner responds with a hypothesis, which is a suggested program to determine grammatical correctness. It is required of the tester that every possible sentence (grammatical or not) appears in the list eventually, but no particular order is required. It is required of the learner that at each step the hypothesis must be correct for all the sentences so far.

A particular learner is said to be able to "learn a language in the limit" if there is a certain number of steps beyond which its hypothesis no longer changes. At this point it has indeed learned the language, because every possible sentence appears somewhere in the sequence of inputs (past or future), and the hypothesis is correct for all inputs (past or future), so the hypothesis is correct for every sentence. The learner is not required to be able to tell when it has reached a correct hypothesis, all that is required is that it be true.

Gold showed that any language which is defined by a Turing machine program can be learned in the limit by another Turing-complete machine using enumeration. This is done by the learner testing all possible Turing machine programs in turn until one is found which is correct so far - this forms the hypothesis for the current step. Eventually, the correct program will be reached, after which the hypothesis will never change again (but note that the learner does not know that it won't need to change).

Gold also showed that if the learner is given only positive examples (that is, only grammatical sentences appear in the input, not ungrammatical sentences), then the language can only be guaranteed to be learned in the limit if there are only a finite number of possible sentences in the language (this is possible if, for example, sentences are known to be of limited length).

Language identification in the limit is a highly abstract
model. It does not allow for limits of runtime or computer memory which can occur in practice, and the enumeration method may fail if there are errors in the input. However the framework is very powerful, because if these strict conditions are maintained, it allows the learning of any program known to be computable. This is because a Turing machine program can be written to mimic any program in any conventional programming language. See Church-Turing thesis.

25.3 Other Identification Criteria

Learning theorists have investigated other learning criteria, such as the following.

- **Efficiency**: minimizing the number of data points required before convergence to a correct hypothesis.

- **Mind Changes**: minimizing the number of hypothesis changes that occur before convergence.

Mind change bounds are closely related to mistake bounds that are studied in statistical learning theory. Kevin Kelly has suggested that minimizing mind changes is closely related to choosing maximally simple hypotheses in the sense of Occam’s Razor.

25.4 See also

- Sample exclusion dimension

25.5 References


25.6 External links

- Learning Theory in Computer Science.

- The Stanford Encyclopaedia of Philosophy provides a highly accessible introduction to key concepts in algorithmic learning theory, especially as they apply to the philosophical problems of inductive inference.
Chapter 26

Statistical hypothesis testing

“Critical region” redirects here. For the computer science notion of a “critical section”, sometimes called a "critical region", see critical section.

A statistical hypothesis is a scientific hypothesis that is testable on the basis of observing a process that is modeled via a set of random variables. A statistical hypothesis test is a method of statistical inference used for testing a statistical hypothesis.

A test result is called statistically significant if it has been predicted as unlikely to have occurred by sampling error alone, according to a threshold probability—the significance level. Hypothesis tests are used in determining what outcomes of a study would lead to a rejection of the null hypothesis for a pre-specified level of significance. In the Neyman-Pearson framework (see below), the process of distinguishing between the null hypothesis and the alternative hypothesis is aided by identifying two conceptual types of errors (type 1 & type 2), and by specifying parametric limits on e.g. how much type 1 error will be permitted.

An alternative framework for statistical hypothesis testing is to specify a set of statistical models, one for each candidate hypothesis, and then use model selection techniques to choose the most appropriate model. The most common selection techniques are based on either Akaike information criterion or Bayes factor.

Statistical hypothesis testing is sometimes called confirmatory data analysis. It can be contrasted with exploratory data analysis, which may not have pre-specified hypotheses.

26.1 Variations and sub-classes

Statistical hypothesis testing is a key technique of both Frequentist inference and Bayesian inference, although the two types of inference have notable differences. Statistical hypothesis tests define a procedure that controls (fixes) the probability of incorrectly deciding that a default position (null hypothesis) is incorrect. The procedure is based on how likely it would be for a set of observations to occur if the null hypothesis were true. Note that this probability of making an incorrect decision is not the probability that the null hypothesis is true, nor whether any specific alternative hypothesis is true. This contrasts with other possible techniques of decision theory in which the null and alternative hypothesis are treated on a more equal basis.

One naive Bayesian approach to hypothesis testing is to base decisions on the posterior probability but this fails when comparing point and continuous hypotheses. Other approaches to decision making, such as Bayesian decision theory, attempt to balance the consequences of incorrect decisions across all possibilities, rather than concentrating on a single null hypothesis. A number of other approaches to reaching a decision based on data are available via decision theory and optimal decisions, some of which have desirable properties. Hypothesis testing, though, is a dominant approach to data analysis in many fields of science. Extensions to the theory of hypothesis testing include the study of the power of tests, i.e. the probability of correctly rejecting the null hypothesis given that it is false. Such considerations can be used for the purpose of sample size determination prior to the collection of data.

26.2 The testing process

In the statistics literature, statistical hypothesis testing plays a fundamental role. The usual line of reasoning is as follows:

1. There is an initial research hypothesis of which the truth is unknown.
2. The first step is to state the relevant null and alternative hypotheses. This is important as mis-stating the hypotheses will muddy the rest of the process.
3. The second step is to consider the statistical assumptions being made about the sample in doing the test; for example, assumptions about the statistical independence or about the form of the distributions of the observations. This is equally important as invalid assumptions will mean that the results of the test are invalid.
4. Decide which test is appropriate, and state the relevant test statistic \( T \).

5. Derive the distribution of the test statistic under the null hypothesis from the assumptions. In standard cases this will be a well-known result. For example the test statistic might follow a Student’s \( t \) distribution or a normal distribution.

6. Select a significance level (\( \alpha \)), a probability threshold below which the null hypothesis will be rejected. Common values are 5% and 1%.

7. The distribution of the test statistic under the null hypothesis partitions the possible values of \( T \) into those for which the null hypothesis is rejected—the so-called critical region—and those for which it is not. The probability of the critical region is \( \alpha \).

8. Compute from the observations the observed value \( t_{obs} \) of the test statistic \( T \).

9. Decide to either reject the null hypothesis in favor of the alternative or not reject it. The decision rule is to reject the null hypothesis \( H_0 \) if the observed value \( t_{obs} \) is in the critical region, and to accept or “fail to reject” the hypothesis otherwise.

An alternative process is commonly used:

1. Compute from the observations the observed value \( t_{obs} \) of the test statistic \( T \).

2. Calculate the \( p \)-value. This is the probability, under the null hypothesis, of sampling a test statistic at least as extreme as that which was observed.

3. Reject the null hypothesis, in favor of the alternative hypothesis, if and only if the \( p \)-value is less than the significance level (the selected probability) threshold.

The two processes are equivalent.[6] The former process was advantageous in the past when only tables of test statistics at common probability thresholds were available. It allowed a decision to be made without the calculation of a probability. It was adequate for classwork and for operational use, but it was deficient for reporting results.

The latter process relied on extensive tables or on computational support not always available. The explicit calculation of a probability is useful for reporting. The calculations are now trivially performed with appropriate software.

The difference in the two processes applied to the Radioactive suitcase example (below):

- “The Geiger-counter reading is 10. The limit is 9. Check the suitcase.”
- “The Geiger-counter reading is high; 97% of safe suitcases have lower readings. The limit is 95%. Check the suitcase.”

The former report is adequate, the latter gives a more detailed explanation of the data and the reason why the suitcase is being checked.

It is important to note the difference between accepting the null hypothesis and simply failing to reject it. The “fail to reject” terminology highlights the fact that the null hypothesis is assumed to be true from the start of the test; if there is a lack of evidence against it, it simply continues to be assumed true. The phrase “accept the null hypothesis” may suggest it has been proved simply because it has not been disproved, a logical fallacy known as the argument from ignorance. Unless a test with particularly high power is used, the idea of “accepting” the null hypothesis may be dangerous. Nonetheless the terminology is prevalent throughout statistics, where its meaning is well understood.

The processes described here are perfectly adequate for computation. They seriously neglect the design of experiments considerations.[7][8]

It is particularly critical that appropriate sample sizes be estimated before conducting the experiment.

The phrase “test of significance” was coined by statistician Ronald Fisher.[9]

### 26.2.1 Interpretation

If the \( p \)-value is less than the required significance level (equivalently, if the observed test statistic is in the critical region), then we say the null hypothesis is rejected at the given level of significance. Rejection of the null hypothesis is a conclusion. This is like a “guilty” verdict in a criminal trial: the evidence is sufficient to reject innocence, thus proving guilt. We might accept the alternative hypothesis (and the research hypothesis).

If the \( p \)-value is not less than the required significance level (equivalently, if the observed test statistic is outside the critical region), then the test has no result. The evidence is insufficient to support a conclusion. (This is like a jury that fails to reach a verdict.) The researcher typically gives extra consideration to those cases where the \( p \)-value is close to the significance level.

In the Lady tasting tea example (below), Fisher required the Lady to properly categorize all of the cups of tea to justify the conclusion that the result was unlikely to result from chance. He defined the critical region as that case alone. The region was defined by a probability (that the null hypothesis was correct) of less than 5%.

Whether rejection of the null hypothesis truly justifies acceptance of the research hypothesis depends on the structure of the hypotheses. Rejecting the hypothesis that a
large paw print originated from a bear does not immediately prove the existence of Bigfoot. Hypothesis testing emphasizes the rejection, which is based on a probability, rather than the acceptance, which requires extra steps of logic.

“The probability of rejecting the null hypothesis is a function of five factors: whether the test is one- or two tailed, the level of significance, the standard deviation, the amount of deviation from the null hypothesis, and the number of observations.” These factors are a source of criticism; factors under the control of the experimenter/analyst give the results an appearance of subjectivity.

### 26.2.2 Use and importance

Statistics are helpful in analyzing most collections of data. This is equally true of hypothesis testing which can justify conclusions even when no scientific theory exists. In the Lady tasting tea example, it was “obvious” that no difference existed between (milk poured into tea) and (tea poured into milk). The data contradicted the “obvious”. Real world applications of hypothesis testing include:

- Testing whether more men than women suffer from nightmares
- Establishing authorship of documents
- Evaluating the effect of the full moon on behavior
- Determining the range at which a bat can detect an insect by echo
- Deciding whether hospital carpeting results in more infections
- Selecting the best means to stop smoking
- Checking whether bumper stickers reflect car owner behavior
- Testing the claims of handwriting analysts

Statistical hypothesis testing plays an important role in the whole of statistics and in statistical inference. For example, Lehmann (1992) in a review of the fundamental paper by Neyman and Pearson (1933) says: “Nevertheless, despite their shortcomings, the new paradigm formulated in the 1933 paper, and the many developments carried out within its framework continue to play a central role in both the theory and practice of statistics and can be expected to do so in the foreseeable future”.

Significance testing has been the favored statistical tool in some experimental social sciences (over 90% of articles in the Journal of Applied Psychology during the early 1990s). Other fields have favored the estimation of parameters (e.g., effect size). Significance testing is used as a substitute for the traditional comparison of predicted value and experimental result at the core of the scientific method. When theory is only capable of predicting the sign of a relationship, a directional (one-sided) hypothesis test can be configured so that only a statistically significant result supports theory. This form of theory appraisal is the most heavily criticized application of hypothesis testing.

#### 26.2.3 Cautions

“If the government required statistical procedures to carry warning labels like those on drugs, most inference methods would have long labels indeed.” This caution applies to hypothesis tests and alternatives to them. The successful hypothesis test is associated with a probability and a type-I error rate. The conclusion might be wrong.

The conclusion of the test is only as solid as the sample upon which it is based. The design of the experiment is critical. A number of unexpected effects have been observed including:

- The Clever Hans effect: A horse appeared to be capable of doing simple arithmetic.
- The Hawthorne effect: Industrial workers were more productive in better illumination, and more productive in worse.
- The Placebo effect: Pills with no medically active ingredients were remarkably effective.

A statistical analysis of misleading data produces misleading conclusions. The issue of data quality can be more subtle. In forecasting for example, there is no agreement on a measure of forecast accuracy. In the absence of a consensus measurement, no decision based on measurements will be without controversy.

The book How to Lie with Statistics is the most popular book on statistics ever published. It does not much consider hypothesis testing, but its cautions are applicable, including: Many claims are made on the basis of samples too small to convince. If a report does not mention sample size, be doubtful.

Hypothesis testing acts as a filter of statistical conclusions; only those results meeting a probability threshold are publishable. Economics also acts as a publication filter; only those results favorable to the author and funding source may be submitted for publication. The impact of filtering on publication is termed publication bias. A related problem is that of multiple testing (sometimes linked to data mining), in which a variety of tests for a variety of possible effects are applied to a single data set and only those yielding a significant result are reported. These are
often dealt with by using multiplicity correction procedures that control the family wise error rate (FWER) or the false discovery rate (FDR).

Those making critical decisions based on the results of a hypothesis test are prudent to look at the details rather than the conclusion alone. In the physical sciences most results are fully accepted only when independently confirmed. The general advice concerning statistics is, “Figures never lie, but liars figure” (anonymous).

26.3 Example

26.3.1 Lady tasting tea

Main article: Lady tasting tea

In a famous example of hypothesis testing, known as the Lady tasting tea,[17] a female colleague of Fisher claimed to be able to tell whether the tea or the milk was added first to a cup. Fisher proposed to give her eight cups, four of each variety, in random order. One could then ask what the probability was for her getting the number she got correct, but just by chance. The null hypothesis was that the Lady had no such ability. The test statistic was a simple count of the number of successes in selecting the 4 cups. The critical region was the single case of 4 successes of 4 possible based on a conventional probability criterion (< 5%; 1 of 70 ≈ 1.4%). Fisher asserted that no alternative hypothesis was (ever) required. The lady correctly identified every cup,[18] which would be considered a statistically significant result.

26.3.2 Analogy – Courtroom trial

A statistical test procedure is comparable to a criminal trial; a defendant is considered not guilty as long as his or her guilt is not proven. The prosecutor tries to prove the guilt of the defendant. Only when there is enough charging evidence the defendant is convicted.

In the start of the procedure, there are two hypotheses $H_0$ : “the defendant is not guilty”, and $H_1$ : “the defendant is guilty”. The first one is called null hypothesis, and is for the time being accepted. The second one is called alternative (hypothesis). It is the hypothesis one hopes to support.

The hypothesis of innocence is only rejected when an error is very unlikely, because one doesn’t want to convict an innocent defendant. Such an error is called error of the first kind (i.e., the conviction of an innocent person), and the occurrence of this error is controlled to be rare. As a consequence of this asymmetric behaviour, the error of the second kind (acquitting a person who committed the crime), is often rather large.

A criminal trial can be regarded as either or both of two decision processes: guilty vs not guilty or evidence vs a threshold (“beyond a reasonable doubt”). In one view, the defendant is judged; in the other view the performance of the prosecution (which bears the burden of proof) is judged. A hypothesis test can be regarded as either a judgment of a hypothesis or as a judgment of evidence.

26.3.3 Example 1 – Philosopher’s beans

The following example was produced by a philosopher describing scientific methods generations before hypothesis testing was formalized and popularized.[19]

Few beans of this handful are white.
Most beans in this bag are white.
Therefore: Probably, these beans were taken from another bag.
This is an hypothetical inference.

The beans in the bag are the population. The handful are the sample. The null hypothesis is that the sample originated from the population. The criterion for rejecting the null-hypothesis is the “obvious” difference in appearance (an informal difference in the mean). The interesting result is that consideration of a real population and a real sample produced an imaginary bag. The philosopher was considering logic rather than probability. To be a real statistical hypothesis test, this example requires the formalities of a probability calculation and a comparison of that probability to a standard.

A simple generalization of the example considers a mixed bag of beans and a handful that contain either very few or very many white beans. The generalization considers both extremes. It requires more calculations and more comparisons to arrive at a formal answer, but the core philosophy is unchanged; If the composition of the handful is greatly different from that of the bag, then the sample probably originated from another bag. The original example is termed a one-sided or a one-tailed test while the generalization is termed a two-sided or two-tailed test.

The statement also relies on the inference that the sampling was random. If someone had been picking through the bag to find white beans, then it would explain why the handful had so many white beans, and also explain why the number of white beans in the bag was depleted (although the bag is probably intended to be assumed much larger than one’s hand).

26.3.4 Example 2 – Clairvoyant card game[20]

A person (the subject) is tested for clairvoyance. He is shown the reverse of a randomly chosen playing card 25 times and asked which of the four suits it belongs to. The number of hits, or correct answers, is called $X$. 
As we try to find evidence of his clairvoyance, for the time being the null hypothesis is that the person is not clairvoyant. The alternative is, of course: the person is (more or less) clairvoyant.

If the null hypothesis is valid, the only thing the test person can do is guess. For every card, the probability (relative frequency) of any single suit appearing is 1/4. If the alternative is valid, the test subject will predict the suit correctly with probability greater than 1/4. We will call the probability of guessing correctly \( p \). The hypotheses, then, are:

- null hypothesis: \( H_0 : p = \frac{1}{4} \) (just guessing)
- alternative hypothesis: \( H_1 : p \neq \frac{1}{4} \) (true clairvoyant).

When the test subject correctly predicts all 25 cards, we will consider him clairvoyant, and reject the null hypothesis. Thus also with 24 or 23 hits. With only 5 or 6 hits, on the other hand, there is no cause to consider him so. But what about 12 hits, or 17 hits? What is the critical number, \( c \), of hits, at which point we consider the subject to be clairvoyant? How do we determine the critical value \( c \)? It is obvious that with the choice \( c=25 \) (i.e. we only accept clairvoyance when all cards are predicted correctly) we’re more critical than with \( c=10 \). In the first case almost no test subjects will be recognized to be clairvoyant. The alternative is, of course: the person is not clairvoyant.

Being less critical, with \( c=10 \), gives:

\[
P(\text{reject } H_0 | H_0 \text{ valid is }) = P(X \geq 10 | p = \frac{1}{4}) = \sum_{k=10}^{25} \binom{25}{k} \left(\frac{1}{4}\right)^k \left(\frac{3}{4}\right)^{25-k}
\]

Thus, \( c = 10 \) yields a much greater probability of false positive.

Before the test is actually performed, the maximum acceptable probability of a Type I error (\( \alpha \)) is determined. Typically, values in the range of 1% to 5% are selected. (If the maximum acceptable error rate is zero, an infinite number of correct guesses is required.) Depending on this Type I error rate, the critical value \( c \) is calculated. For example, if we select an error rate of 1%, \( c \) is calculated thus:

\[
P(\text{reject } H_0 | H_0 \text{ valid is }) = P(X \geq c | p = \frac{1}{4}) \leq 0.01.
\]

From all the numbers \( c \), with this property, we choose the smallest, in order to minimize the probability of a Type II error, a false negative. For the above example, we select: \( c = 13 \).

### 26.3.5 Example 3 – Radioactive suitcase

As an example, consider determining whether a suitcase contains some radioactive material. Placed under a Geiger counter, it produces 10 counts per minute. The null hypothesis is that no radioactive material is in the suitcase and that all measured counts are due to ambient radioactivity typical of the surrounding air and harmless objects. We can then calculate how likely it is that we would observe 10 counts per minute if the null hypothesis were true. If the null hypothesis predicts (say) on average 9 counts per minute, then according to the Poisson distribution typical for radioactive decay there is about 41% chance of recording 10 or more counts. Thus we can say that the suitcase is compatible with the null hypothesis (this does not guarantee that there is no radioactive material, just that we don’t have enough evidence to suggest there is). On the other hand, if the null hypothesis predicts 3 counts per minute (for which the Poisson distribution predicts only 0.1% chance of recording 10 or more counts) then the suitcase is not compatible with the null hypothesis, and there are likely other factors responsible to produce the measurements.

The test does not directly assert the presence of radioactive material. A successful test asserts that the claim of no radioactive material present is unlikely given the reading (and therefore ...). The double negative (disproving the null hypothesis) of the method is confusing, but using a counter-example to disprove is standard mathematical practice. The attraction of the method is its practicality. We know (from experience) the expected range of counts with only ambient radioactivity present, so we can say that a measurement is unusually large. Statistics just formalizes the intuitive by using numbers instead of adjectives. We probably do not know the characteristics of the radioactive suitcases; We just assume that they produce large readings.

To slightly formalize intuition: Radioactivity is suspected if the Geiger-count with the suitcase is among or exceeds the greatest (5% or 1%) of the Geiger-counts made with ambient radiation alone. This makes no assumptions about the distribution of counts. Many ambient radiation observations are required to obtain good probability estimates for rare events.

The test described here is more fully the null-hypothesis statistical significance test. The null hypothesis repre-
26.4 Definition of terms

The following definitions are mainly based on the exposition in the book by Lehmann and Romano.\[5\]

**Statistical hypothesis** A statement about the parameters describing a population (not a sample).

**Statistic** A value calculated from a sample, often to summarize the sample for comparison purposes.

**Simple hypothesis** Any hypothesis which specifies the population distribution completely.

**Composite hypothesis** Any hypothesis which does not specify the population distribution completely.

**Null hypothesis (\(H_0\))** A simple hypothesis associated with a contradiction to a theory one would like to prove.

**Alternative hypothesis (\(H_1\))** A hypothesis (often composite) associated with a theory one would like to prove.

**Statistical test** A procedure whose inputs are samples and whose result is a hypothesis.

**Region of acceptance** The set of values of the test statistic for which we fail to reject the null hypothesis.

**Region of rejection / Critical region** The set of values of the test statistic for which the null hypothesis is rejected.

**Critical value** The threshold value delimiting the regions of acceptance and rejection for the test statistic.

**Power of a test** \((1 − \beta)\) The test’s probability of correctly rejecting the null hypothesis. The complement of the false negative rate, \(\beta\). Power is termed sensitivity in biostatistics. (“This is a sensitive test. Because the result is negative, we can confidently say that the patient does not have the condition.”) See sensitivity and specificity and Type I and type II errors for exhaustive definitions.

**Size** For simple hypotheses, this is the test’s probability of incorrectly rejecting the null hypothesis. The false positive rate. For composite hypotheses this is the supremum of the probability of rejecting the null hypothesis over all cases covered by the null hypothesis. The complement of the false positive rate is termed specificity in biostatistics. (“This is a specific test. Because the result is positive, we can confidently say that the patient has the condition.”) See sensitivity and specificity and Type I and type II errors for exhaustive definitions.

**Significance level of a test** \((\alpha)\) It is the upper bound imposed on the size of a test. Its value is chosen by the statistician prior to looking at the data or choosing any particular test to be used. It is the maximum exposure to erroneously rejecting \(H_0\) he/she is ready to accept. Testing \(H_0\) at significance level \(\alpha\) means testing \(H_0\) with a test whose size does not exceed \(\alpha\). In most cases, one uses tests whose size is equal to the significance level.

**p-value** The probability, assuming the null hypothesis is true, of observing a result at least as extreme as the test statistic.

**Statistical significance test** A predecessor to the statistical hypothesis test (see the Origins section). An experimental result was said to be statistically significant if a sample was sufficiently inconsistent with the (null) hypothesis. This was variously considered common sense, a pragmatic heuristic for identifying meaningful experimental results, a convention establishing a threshold of statistical evidence or a method for drawing conclusions from data. The statistical hypothesis test added mathematical rigor and philosophical consistency to the concept by making the alternative hypothesis explicit. The term is loosely used to describe the modern version which is now part of statistical hypothesis testing.

**Conservative test** A test is conservative if, when constructed for a given nominal significance level, the true probability of incorrectly rejecting the null hypothesis is never greater than the nominal level.

**Exact test** A test in which the significance level or critical value can be computed exactly, i.e., without any approximation. In some contexts this term is restricted to tests applied to categorical data and to permutation tests, in which computations are carried out by complete enumeration of all possible outcomes and their probabilities.

A statistical hypothesis test compares a test statistic (z or t for examples) to a threshold. The test statistic (the formula found in the table below) is based on optimality. For a fixed level of Type I error rate, use of these statistics minimizes Type II error rates (equivalent to maximizing power). The following terms describe tests in terms of such optimality:
Most powerful test For a given size or significance level, the test with the greatest power (probability of rejection) for a given value of the parameter(s) being tested, contained in the alternative hypothesis.

Uniformly most powerful test (UMP) A test with the greatest power for all values of the parameter(s) being tested, contained in the alternative hypothesis.

26.5 Common test statistics

Main article: Test statistic

One-sample tests are appropriate when a sample is being compared to the population from a hypothesis. The population characteristics are known from theory or are calculated from the population.

Two-sample tests are appropriate for comparing two samples, typically experimental and control samples from a scientifically controlled experiment.

Paired tests are appropriate for comparing two samples where it is impossible to control important variables. Rather than comparing two sets, members are paired between samples so the difference between the members becomes the sample. Typically the mean of the differences is then compared to zero. The common example scenario for when a paired difference test is appropriate is when a single set of test subjects has something applied to them and the test is intended to check for an effect.

Z-tests are appropriate for comparing means under stringent conditions regarding normality and a known standard deviation.

A t-test is appropriate for comparing means under relaxed conditions (less is assumed).

Tests of proportions are analogous to tests of means (the 50% proportion).

Chi-squared tests use the same calculations and the same probability distribution for different applications:

- Chi-squared tests for variance are used to determine whether a normal population has a specified variance. The null hypothesis is that it does.
- Chi-squared tests of independence are used for deciding whether two variables are associated or are independent. The variables are categorical rather than numeric. It can be used to decide whether left-handedness is correlated with libertarian politics (or not). The null hypothesis is that the variables are independent. The numbers used in the calculation are the observed and expected frequencies of occurrence (from contingency tables).
- Chi-squared goodness of fit tests are used to determine the adequacy of curves fit to data. The null hypothesis is that the curve fit is adequate. It is common to determine curve shapes to minimize the mean square error, so it is appropriate that the goodness-of-fit calculation sums the squared errors.

F-tests (analysis of variance, ANOVA) are commonly used when deciding whether groupings of data by category are meaningful. If the variance of test scores of the left-handed in a class is much smaller than the variance of the whole class, then it may be useful to study lefties as a group. The null hypothesis is that two variances are the same – so the proposed grouping is not meaningful.

In the table below, the symbols used are defined at the bottom of the table. Many other tests can be found in other articles. Proofs exist that the test statistics are consistent mathematical rigor and methods to obtain more results from many samples and a wider range of distributions. Modern hypothesis testing is an inconsistent hybrid of the Fisher vs Neyman/Pearson formulation, methods and terminology developed in the early 20th century. While hypothesis testing was popularized early in the 20th century, evidence of its use can be found much earlier. In the 1770s Laplace considered the statistics of almost half a million births. The statistics showed an excess of boys compared to girls. He concluded by calculation of a p-value that the excess was a real, but unexplained, effect.

Fisher popularized the “significance test”. He required a null-hypothesis (corresponding to a population frequency distribution) and a sample. His (now familiar) calculations determined whether to reject the null-hypothesis or not. Significance testing did not utilize an alternative hypothesis so there was no concept of a Type II error.

The p-value was devised as an informal, but objective,
26.6. ORIGINS AND EARLY CONTROVERSY


Neyman & Pearson considered a different problem (which they called “hypothesis testing”). They initially considered two simple hypotheses (both with frequency distributions). They calculated two probabilities and typically selected the hypothesis associated with the higher probability (the hypothesis more likely to have generated the sample). Their method always selected a hypothesis. It also allowed the calculation of both types of error probabilities.

Fisher and Neyman/Pearson clashed bitterly. Neyman/Pearson considered their formulation to be an improved generalization of significance testing. (The defining paper was abstract. Mathematicians have generalized and refined the theory for decades.) Fisher thought that it was not applicable to scientific research because often, during the course of the experiment, it is discovered that the initial assumptions about the null hypothesis are questionable due to unexpected sources of error. He believed that the use of rigid reject/accept decisions based on models formulated before data is collected was incompatible with this common scenario faced by scientists and attempts to apply this method to scientific research would lead to mass confusion.

The dispute between Fisher and Neyman-Pearson was waged on philosophical grounds, characterized by a philosopher as a dispute over the proper role of models in statistical inference.

Events intervened: Neyman accepted a position in the western hemisphere, breaking his partnership with Pearson and separating disputants (who had occupied the same building) by much of the planetary diameter. World War II provided an intermission in the debate. The dispute between Fisher and Neyman terminated (unresolved after 27 years) with Fisher’s death in 1962. Neyman wrote a well-regarded eulogy. Some of Neyman’s later publications reported p-values and significance levels.

The modern version of hypothesis testing is a hybrid of the two approaches that resulted from confusion by writers of statistical textbooks (as predicted by Fisher) beginning in the 1940s. (But signal detection, for example, still uses the Neyman/Pearson formulation.) Great conceptual differences and many caveats in addition to those mentioned above were ignored. Neyman and Pearson provided the stronger terminology, the more rigorous mathematics and the more consistent philosophy, but the subject taught today in introductory statistics has more similarities with Fisher’s method than theirs. This history explains the inconsistent terminology (example: the
null hypothesis is never accepted, but there is a region of acceptance).

Sometime around 1940,\[38\] in an apparent effort to provide researchers with a “non-controversial”\[40\] way to have their cake and eat it too, the authors of statistical text books began anonymously combining these two strategies by using the p-value in place of the test statistic (or data) to test against the Neyman-Pearson “significance level”.\[38\] Thus, researchers were encouraged to infer the strength of their data against some null hypothesis using p-values, while also thinking they are retaining the post-data collection objectivity provided by hypothesis testing. It then became customary for the null hypothesis, which was originally some realistic research hypothesis, to be used almost solely as a strawman “nil” hypothesis (one where a treatment has no effect, regardless of the context).\[41\]

A comparison between Fisherian, frequentist (Neyman-Pearson)

### 26.6.1 Early choices of null hypothesis

Paul Meehl has argued that the epistemological importance of the choice of null hypothesis has gone largely unacknowledged. When the null hypothesis is predicted by theory, a more precise experiment will be a more severe test of the underlying theory. When the null hypothesis defaults to “no difference” or “no effect”, a more precise experiment is a less severe test of the theory that motivated performing the experiment.\[42\] An examination of the origins of the latter practice may therefore be useful:

#### 1778: Pierre Laplace compares the birthrates of boys and girls in multiple European cities. He states: “it is natural to conclude that these possibilities are very nearly in the same ratio”. Thus Laplace’s null hypothesis that the birthrates of boys and girls should be equal given “conventional wisdom”.\[28\]

#### 1900: Karl Pearson develops the chi squared test to determine “whether a given form of frequency curve will effectively describe the samples drawn from a given population.” Thus the null hypothesis is that a population is described by some distribution predicted by theory. He uses as an example the numbers of five and sixes in the Weldon dice throw data.\[43\]

#### 1904: Karl Pearson develops the concept of “contingency” in order to determine whether outcomes are independent of a given categorical factor. Here the null hypothesis is by default that two things are unrelated (e.g. scar formation and death rates from smallpox).\[44\] The null hypothesis in this case is no longer predicted by theory or conventional wisdom, but is instead the principle of indifference that lead Fisher and others to dismiss the use of “inverse probabilities”.\[45\]

### 26.7 Null hypothesis statistical significance testing vs hypothesis testing

An example of Neyman-Pearson hypothesis testing can be made by a change to the radioactive suitcase example. If the “suitcase” is actually a shielded container for the transportation of radioactive material, then a test might be used to select among three hypotheses: no radioactive source present, one present, two (all) present. The test could be required for safety, with actions required in each case. The Neyman-Pearson lemma of hypothesis testing says that a good criterion for the selection of hypotheses is the ratio of their probabilities (a likelihood ratio). A simple method of solution is to select the hypothesis with the highest probability for the Geiger counts observed. The typical result matches intuition: few counts imply no source, many counts imply two sources and intermediate counts imply one source.

Neyman-Pearson theory can accommodate both prior probabilities and the costs of actions resulting from decisions.\[46\] The former allows each test to consider the results of earlier tests (unlike Fisher’s significance tests). The latter allows the consideration of economic issues (for example) as well as probabilities. A likelihood ratio remains a good criterion for selecting among hypotheses.

The two forms of hypothesis testing are based on different problem formulations. The original test is analogous to a true/false question; the Neyman-Pearson test is more like multiple choice. In the view of Tukey \[47\] the former produces a conclusion on the basis of only strong evidence while the latter produces a decision on the basis of available evidence. While the two tests seem quite different both mathematically and philosophically, later developments lead to the opposite claim. Consider many tiny radioactive sources. The hypotheses become 0,1,2,3... grains of radioactive sand. There is little distinction between none or some radiation (Fisher) and 0 grains of radioactive sand versus all of the alternatives (Neyman-Pearson). The major Neyman-Pearson paper of 1933\[31\] also considered composite hypotheses (ones whose distribution includes an unknown parameter). An example proved the optimality of the (Student’s) t-test, “there can be no better test for the hypothesis under consideration” (p 321). Neyman-Pearson theory was proving the optimality of Fisherian methods from its inception.

Fisher’s significance testing has proven a popular flexible statistical tool in application with little mathematical growth potential. Neyman-Pearson hypothesis testing is claimed as a pillar of mathematical statistics,\[48\] creating a new paradigm for the field. It also stimulated new applications in Statistical process control, detection theory, decision theory and game theory. Both formulations have been successful, but the successes have been of a different character.
The dispute over formulations is unresolved. Science primarily uses Fisher’s (slightly modified) formulation as taught in introductory statistics. Statisticians study Neyman-Pearson theory in graduate school. Mathematicians are proud of uniting the formulations. Philosophers consider them separately. Learned opinions deem the formulations variously competitive (Fisher vs Neyman), incompatible[27] or complementary.[33] The dispute has become more complex since Bayesian inference has achieved respectability.

The terminology is inconsistent. Hypothesis testing can mean any mixture of two formulations that both changed with time. Any discussion of significance testing vs hypothesis testing is doubly vulnerable to confusion.

Fisher thought that hypthesis testing was a useful strategy for performing industrial quality control, however, he strongly disagreed that hypothesis testing could be useful for scientists.[30] Hypothesis testing provides a means of finding test statistics used in significance testing.[33] The concept of power is useful in explaining the consequences of adjusting the significance level and is heavily used in sample size determination. The two methods remain philosophically distinct.[35] They usually (but not always) produce the same mathematical answer. The preferred answer is context dependent.[33] While the existing merger of Fisher and Neyman-Pearson theories has been heavily criticized, modifying the merger to achieve Bayesian goals has been considered.[49]

### 26.8 Criticism

See also: p-value § Criticisms

Criticism of statistical hypothesis testing fills volumes[50][51][52][53][54][55] citing 300–400 primary references. Much of the criticism can be summarized by the following issues:

- The interpretation of a p-value is dependent upon stopping rule and definition of multiple comparison. The former often changes during the course of a study and the latter is unavoidably ambiguous. (i.e. “p values depend on both the (data) observed and on the other possible (data) that might have been observed but weren’t”).[56]
- Confusion resulting (in part) from combining the methods of Fisher and Neyman-Pearson which are conceptually distinct.[47]
- Emphasis on statistical significance to the exclusion of estimation and confirmation by repeated experiments.[57]
- Rigidly requiring statistical significance as a criterion for publication, resulting in publication bias.[58]

Most of the criticism is indirect. Rather than being wrong, statistical hypothesis testing is misunderstood, overused and misused.

- When used to detect whether a difference exists between groups, a paradox arises. As improvements are made to experimental design (e.g., increased precision of measurement and sample size), the test becomes more lenient. Unless one accepts the absurd assumption that all sources of noise in the data cancel out completely, the chance of finding statistical significance in either direction approaches 100%.[59]

- Layers of philosophical concerns. The probability of statistical significance is a function of decisions made by experimenters/analysts.[60] If the decisions are based on convention they are termed arbitrary or mindless[40] while those not so based may be termed subjective. To minimize type II errors, large samples are recommended. In psychology practically all null hypotheses are claimed to be false for sufficiently large samples so “...it is usually nonsensical to perform an experiment with the sole aim of rejecting the null hypothesis.”[60] “Statistically significant findings are often misleading” in psychology.[61] Statistical significance does not imply practical significance and correlation does not imply causation. Casting doubt on the null hypothesis is thus far from directly supporting the research hypothesis.

- “[I]t does not tell us what we want to know.”[62] Lists of dozens of complaints are available.[34][63] Critics and supporters are largely in factual agreement regarding the characteristics of null hypothesis significance testing (NHST): While it can provide critical information, it is inadequate as the sole tool for statistical analysis. Successfully rejecting the null hypothesis may offer no support for the research hypothesis. The continuing controversy concerns the selection of the best statistical practices for the near-term future given the (often poor) existing practices. Critics would prefer to ban NHST completely, forcing a complete departure from those practices, while supporters suggest a less absolute change.

Controversy over significance testing, and its effects on publication bias in particular, has produced several results. The American Psychological Association has strengthened its statistical reporting requirements after review,[64] medical journal publishers have recognized the obligation to publish some results that are not statistically significant to combat publication bias[65] and a journal (Journal of Articles in Support of the Null Hypothesis) has been created to publish such results exclusively.[66] Textbooks have added some cautions[67] and increased coverage of the tools necessary to estimate the size of the sample required to produce significant results. Major organizations have not abandoned use of significance tests although some have discussed doing so.[64]
26.9 Alternatives

Main article: Estimation statistics
See also: Confidence interval § Statistical hypothesis testing

The numerous criticisms of significance testing do not lead to a single alternative. A unifying position of critics is that statistics should not lead to a conclusion or a decision but to a probability or to an estimated value with a confidence interval rather than to an accept-reject decision regarding a particular hypothesis. It is unlikely that the controversy surrounding significance testing will be resolved in the near future. Its supposed flaws and unpopularity do not eliminate the need for an objective and transparent means of reaching conclusions regarding studies that produce statistical results. Critics have not united around an alternative. Other forms of reporting confidence or uncertainty could probably grow in popularity. One strong critic of significance testing suggested a list of reporting alternatives: effect sizes for importance, prediction intervals for confidence, replications and extensions for replicability, meta-analyses for generality. None of these suggested alternatives produces a conclusion/decision. Lehmann said that hypothesis testing theory can be presented in terms of conclusions/decisions, probabilities, or confidence intervals. "The distinction between the ... approaches is largely one of reporting and interpretation."[68]

On one "alternative" there is no disagreement: Fisher himself said,[17] "In relation to the test of significance, we may say that a phenomenon is experimentally demonstrable when we know how to conduct an experiment which will rarely fail to give us a statistically significant result." Cohen, an influential critic of significance testing, concurred,[62] "... don't look for a magic alternative to NHST [null hypothesis significance testing] ... It doesn't exist."[69] given the problems of statistical induction, we must finally rely, as have the older sciences, on replication. The "alternative" to significance testing is repeated testing. The easiest way to decrease statistical uncertainty is by obtaining more data, whether by increased sample size or by repeated tests. Nickerson claimed to have never seen the publication of a literally replicated experiment in psychology.[63] An indirect approach to replication is meta-analysis.

Bayesian inference is one proposed alternative to significance testing. (Nickerson cited 10 sources suggesting it, including Rozeboom (1960)).[63] For example, Bayesian parameter estimation can provide rich information about the data from which researchers can draw inferences, while using uncertain priors that exert only minimal influence on the results when enough data is available. Psychologist Kruschke, John K. has suggested Bayesian estimation as an alternative for the t-test.[70] Alternatively two competing models/hypothesis can be compared using Bayes factors.[71] Bayesian methods could be criticized for requiring information that is seldom available in the cases where significance testing is most heavily used. Neither the prior probabilities nor the probability distribution of the test statistic under the alternative hypothesis are often available in the social sciences.[63]

Advocates of a Bayesian approach sometimes claim that the goal of a researcher is most often to objectively assess the probability that a hypothesis is true based on the data they have collected.[72][73] Neither Fisher’s significance testing, nor Neyman-Pearson hypothesis testing can provide this information, and do not claim to. The probability a hypothesis is true can only be derived from use of Bayes’ Theorem, which was unsatisfactory to both the Fisher and Neyman-Pearson camps due to the explicit use of subjectivity in the form of the prior probability.[31][74] Fisher’s strategy is to sidestep this with the p-value (an objective index based on the data alone) followed by inductive inference, while Neyman-Pearson devised their approach of inductive behaviour.

26.10 Philosophy

Hypothesis testing and philosophy intersect. Inferential statistics, which includes hypothesis testing, is applied probability. Both probability and its application are intertwined with philosophy. Philosopher David Hume wrote, “All knowledge degenerates into probability.” Competing practical definitions of probability reflect philosophical differences. The most common application of hypothesis testing is in the scientific interpretation of experimental data, which is naturally studied by the philosophy of science.

Fisher and Neyman opposed the subjectivity of probability. Their views contributed to the objective definitions. The core of their historical disagreement was philosophical.

Many of the philosophical criticisms of hypothesis testing are discussed by statisticians in other contexts, particularly correlation does not imply causation and the design of experiments. Hypothesis testing is of continuing interest to philosophers.[35][75]

26.11 Education

Main article: Statistics education

Statistics is increasingly being taught in schools with hypothesis testing being one of the elements taught.[76][77] Many conclusions reported in the popular press (political opinion polls to medical studies) are based on statistics. An informed public should understand the limitations of statistical conclusions[78][79] and many college fields of study require a course in statistics for the same reason.[78][79] An introductory college statistics
class places much emphasis on hypothesis testing – perhaps half of the course. Such fields as literature and divinity now include findings based on statistical analysis (see the Bible Analyzer). An introductory statistics class teaches hypothesis testing as a cookbook process. Hypothesis testing is also taught at the postgraduate level. Statisticians learn how to create good statistical test procedures (like z, Student’s t, F and chi-squared). Statistical hypothesis testing is considered a mature area within statistics,[69] but a limited amount of development continues.

The cookbook method of teaching introductory statistics leaves no time for history, philosophy or controversy. Hypothesis testing has been taught as received unified method. Surveys showed that graduates of the class were filled with philosophical misconceptions (on all aspects of statistical inference) that persisted among instructors.[80] While the problem was addressed more than a decade ago,[81] and calls for educational reform continue,[82] students still graduate from statistics classes holding fundamental misconceptions about hypothesis testing.[83] Ideas for improving the teaching of hypothesis testing include encouraging students to search for statistical errors in published papers, teaching the history of statistics and emphasizing the controversy in a generally dry subject.[84]

26.12 See also

- Behrens–Fisher problem
- Bootstrapping (statistics)
- Checking if a coin is fair
- Comparing means test decision tree
- Complete spatial randomness
- Counternull
- Falsifiability
- Fisher's method for combining independent tests of significance
- Granger causality
- Look-elsewhere effect
- Modifiable areal unit problem
- Omnibus test
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- Bayesian critique of classical hypothesis testing

- Critique of classical hypothesis testing highlighting long-standing qualms of statisticians


- References for arguments for and against hypothesis testing

- Statistical Tests Overview: How to choose the correct statistical test

- An Interactive Online Tool to Encourage Understanding Hypothesis Testing

- A non mathematical way to understand Hypothesis Testing

26.15.1 Online calculators

- MBAStats confidence interval and hypothesis test calculators
Bayesian inference is a method of statistical inference in which Bayes’ theorem is used to update the probability for a hypothesis as evidence is acquired. Bayesian inference is an important technique in statistics, and especially in mathematical statistics. Bayesian updating is particularly important in the dynamic analysis of a sequence of data. Bayesian inference has found application in a wide range of activities, including science, engineering, philosophy, medicine, and law. In the philosophy of decision theory, Bayesian inference is closely related to subjective probability, often called "Bayesian probability". Bayesian probability provides a rational method for updating beliefs.

27.1 Introduction to Bayes’ rule

Bayesian inference derives the posterior probability as a consequence of two antecedents, a prior probability and a ”likelihood function” derived from a statistical model for the observed data. Bayesian inference computes the posterior probability according to Bayes’ theorem:

\[ P(H \mid E) = \frac{P(E \mid H) \cdot P(H)}{P(E)} \]

where

- \( | \) denotes a conditional probability; more specifically, it means given.
- \( H \) stands for any hypothesis whose probability may be affected by data (called evidence below). Often there are competing hypotheses, from which one chooses the most probable.
- the evidence \( E \) corresponds to new data that were not used in computing the prior probability.
- \( P(H) \), the prior probability, is the probability of \( H \) before \( E \) is observed. This indicates one’s previous estimate of the probability that a hypothesis is true, before gaining the current evidence.
- \( P(H \mid E) \), the posterior probability, is the probability of \( H \) given \( E \), i.e., after \( E \) is observed. This tells us what we want to know: the probability of a hypothesis given the observed evidence.
- \( P(E \mid H) \) is the probability of observing \( E \) given \( H \). As a function of \( H \) with \( E \) fixed, this is the likelihood. The likelihood function should not be confused with \( P(H \mid E) \) as a function of \( H \) rather than of \( E \). It indicates the compatibility of the evidence with the given hypothesis.
- \( P(E) \) is sometimes termed the marginal likelihood or “model evidence”. This factor is the same for all possible hypotheses being considered. (This can be seen by the fact that the hypothesis \( H \) does not appear anywhere in the symbol, unlike for all the other factors.) This means that this factor does not enter into determining the relative probabilities of different hypotheses.

\[ \frac{\lambda}{P(\lambda)/P(B)} \text{ etc.} \]

Main article: Bayes’ rule
See also: Bayesian probability

27.1.1 Formal

Note that, for different values of \( H \), only the factors \( P(H) \) and \( P(E \mid H) \) affect the value of \( P(H \mid E) \).
27.2. FORMAL DESCRIPTION OF BAYESIAN INFERENCE

As both of these factors appear in the numerator, the posterior probability is proportional to both. In words:

- (more precisely) The posterior probability of a hypothesis is determined by a combination of the inherent likeliness of a hypothesis (the prior) and the compatibility of the observed evidence with the hypothesis (the likelihood).
- (more concisely) Posterior is proportional to likelihood times prior.

Note that Bayes’ rule can also be written as follows:

\[ P(H | E) = \frac{P(E | H) \cdot P(H)}{P(E)} \]

where the factor \( \frac{P(E | H)}{P(E)} \) represents the impact of \( E \) on the probability of \( H \).

27.2.1 Definitions

- \( x \), a data point in general. This may in fact be a vector of values.
- \( \theta \), the parameter of the data point’s distribution, i.e., \( x \sim p(x | \theta) \). This may in fact be a vector of parameters.
- \( \alpha \), the hyperparameter of the parameter, i.e., \( \theta \sim p(\theta | \alpha) \). This may in fact be a vector of hyperparameters.
- \( X \), a set of \( n \) observed data points, i.e., \( x_1, \ldots, x_n \).
- \( \tilde{x} \), a new data point whose distribution is to be predicted.

27.2.2 Bayesian inference

- The prior distribution is the distribution of the parameter(s) before any data is observed, i.e. \( p(\theta | \alpha) \).
• The prior distribution might not be easily determined. In this case, we can use the Jeffreys prior to obtain the posterior distribution before updating them with newer observations.

• The sampling distribution is the distribution of the observed data conditional on its parameters, i.e. \( p(X \mid \theta) \). This is also termed the likelihood, especially when viewed as a function of the parameter(s), sometimes written \( L(\theta \mid X) = p(X \mid \theta) \).

• The marginal likelihood (sometimes also termed the evidence) is the distribution of the observed data marginalized over the parameter(s), i.e. \( p(X \mid \alpha) = \int p(X \mid \theta)p(\theta \mid \alpha) \, d\theta \).

• The posterior distribution is the distribution of the parameter(s) after taking into account the observed data. This is determined by Bayes’ rule, which forms the heart of Bayesian inference:

\[
p(\theta \mid X, \alpha) = \frac{p(X \mid \theta)p(\theta \mid \alpha)}{\int p(X \mid \theta)p(\theta \mid \alpha) \, d\theta} \propto p(X \mid \theta)p(\theta \mid \alpha)
\]

Note that this is expressed in words as “posterior is proportional to likelihood times prior”, or sometimes as “posterior = likelihood times prior, over evidence”.

27.2.3 Bayesian prediction

• The posterior predictive distribution is the distribution of a new data point, marginalized over the posterior:

\[
p(\tilde{x} \mid X, \alpha) = \int p(\tilde{x} \mid \theta)p(\theta \mid X, \alpha) \, d\theta
\]

• The prior predictive distribution is the distribution of a new data point, marginalized over the prior:

\[
p(\tilde{x} \mid \alpha) = \int p(\tilde{x} \mid \theta)p(\theta \mid \alpha) \, d\theta
\]

Bayesian theory calls for the use of the posterior predictive distribution to do predictive inference, i.e., to predict the distribution of a new, unobserved data point. That is, instead of a fixed point as a prediction, a distribution over possible points is returned. Only this way is the entire posterior distribution of the parameter(s) used. By comparison, prediction in frequentist statistics often involves finding an optimum point estimate of the parameter(s)—e.g., by maximum likelihood or maximum a posteriori estimation (MAP)—and then plugging this estimate into the formula for the distribution of a data point. This has the disadvantage that it does not account for any uncertainty in the value of the parameter, and hence will underestimate the variance of the predictive distribution.

(In some instances, frequentist statistics can work around this problem. For example, confidence intervals and prediction intervals in frequentist statistics when constructed from a normal distribution with unknown mean and variance are constructed using a Student’s t-distribution. This correctly estimates the variance, due to the fact that (1) the average of normally distributed random variables is also normally distributed; (2) the predictive distribution of a normally distributed data point with unknown mean and variance, using conjugate or uninformative priors, has a Student’s t-distribution. In Bayesian statistics, however, the posterior predictive distribution can always be determined exactly—or at least, to an arbitrary level of precision, when numerical methods are used.)

Note that both types of predictive distributions have the form of a compound probability distribution (as does the marginal likelihood). In fact, if the prior distribution is a conjugate prior, and hence the prior and posterior distributions come from the same family, it can easily be seen that both prior and posterior predictive distributions also come from the same family of compound distributions. The only difference is that the posterior predictive distribution uses the updated values of the hyperparameters (applying the Bayesian update rules given in the conjugate prior article), while the prior predictive distribution uses the values of the hyperparameters that appear in the prior distribution.

27.3 Inference over exclusive and exhaustive possibilities

If evidence is simultaneously used to update belief over a set of exclusive and exhaustive propositions, Bayesian inference may be thought of as acting on this belief distribution as a whole.

27.3.1 General formulation

Suppose a process is generating independent and identically distributed events \( E_n \), but the probability distribution is unknown. Let the event space \( \Omega \) represent the current state of belief for this process. Each model is represented by event \( M_m \). The conditional probabilities \( P(E_n \mid M_m) \) are specified to define the models. \( P(M_m) \) is the degree of belief in \( M_m \). Before the first inference step, \( \{ P(M_m) \} \) is a set of initial prior probabilities. These must sum to 1, but are otherwise arbitrary.

Suppose that the process is observed to generate \( E \in \{ E_n \} \). For each \( M \in \{ M_m \} \), the prior \( P(M) \) is updated to the posterior \( P(M \mid E) \). From Bayes’ theorem:4
27.4. Mathematical properties

27.4.1 Interpretation of factor

The factor $\frac{P(E | M)}{P(E)} > 1 \Rightarrow P(E | M) > P(E)$. That is, if the model were true, the evidence would be more likely than is predicted by the current state of belief. The reverse applies for a decrease in belief. If the belief does not change, $\frac{P(E | M)}{P(E)} = 1 \Rightarrow P(E | M) = P(E)$. That is, the evidence is independent of the model. If the model were true, the evidence would be exactly as likely as predicted by the current state of belief.

27.4.2 Cromwell’s rule

Main article: Cromwell’s rule

If $P(M) = 0$ then $P(M | E) = 0$. If $P(M) = 1$, then $P(M | E) = 1$. This can be interpreted to mean that hard convictions are insensitive to counter-evidence.

The former follows directly from Bayes’ theorem. The latter can be derived by applying the first rule to the event “not $M$” in place of “$M$”, yielding “if $1 - P(M) = 0$, then $1 - P(M | E) = 0$”, from which the result immediately follows.

27.4.3 Asymptotic behaviour of posterior

Consider the behaviour of a belief distribution as it is updated a large number of times with independent and identically distributed trials. For sufficiently nice prior probabilities, the Bernstein-von Mises theorem gives that...
in the limit of infinite trials, the posterior converges to a Gaussian distribution independent of the initial prior under some conditions firstly outlined and rigorously proven by Joseph L. Doob in 1948, namely if the random variable in consideration has a finite probability space. The more general results were obtained later by the statistician David A. Freedman who published in two seminal research papers in 1963 and 1965 when and under what circumstances the asymptotic behaviour of posterior is guaranteed. His 1963 paper treats, like Doob (1949), the finite case and comes to a satisfactory conclusion. However, if the random variable has an infinite but countable probability space (i.e., corresponding to a die with infinite many faces) the 1965 paper demonstrates that for a dense subset of priors the Bernstein-von Mises theorem is not applicable. In this case there is almost surely no asymptotic convergence. Later in the 1980s and 1990s Freedman and Persi Diaconis continued to work on the case of infinite countable probability spaces.[5] To summarise, there may be insufficient trials to suppress the effects of the initial choice, and especially for large (but finite) systems the convergence might be very slow.

27.4.4 Conjugate priors

Main article: Conjugate prior

In parameterized form, the prior distribution is often assumed to come from a family of distributions called conjugate priors. The usefulness of a conjugate prior is that the corresponding posterior distribution will be in the same family, and the calculation may be expressed in closed form.

27.4.5 Estimates of parameters and predictions

It is often desired to use a posterior distribution to estimate a parameter or variable. Several methods of Bayesian estimation select measurements of central tendency from the posterior distribution.

For one-dimensional problems, a unique median exists if the random variable is assumed to come from a family of distributions called conjugate priors. The usefulness of a conjugate prior is that the corresponding posterior distribution will be in the same family, and the calculation may be expressed in closed form.

If there exists a finite mean for the posterior distribution, then the posterior mean is a method of estimation.

$$\hat{\theta} = \mathbb{E}[\theta] = \int_{\theta} \theta \cdot p(\theta \mid X, \alpha) \, d\theta$$

Taking a value with the greatest probability defines maximum a posteriori (MAP) estimates:

$$\{\theta_{\text{MAP}}\} \subset \arg \max_{\theta} p(\theta \mid X, \alpha).$$

There are examples where no maximum is attained, in which case the set of MAP estimates is empty.

There are other methods of estimation that minimize the posterior risk (expected-posterior loss) with respect to a loss function, and these are of interest to statistical decision theory using the sampling distribution (“frequentist statistics”).

The posterior predictive distribution of a new observation $\tilde{x}$ (that is independent of previous observations) is determined by

$$p(\tilde{x} \mid X, \alpha) = \int_{\theta} p(\tilde{x} \mid \theta) p(\theta \mid X, \alpha) \, d\theta.$$  

27.5 Examples

27.5.1 Probability of a hypothesis

Suppose there are two full bowls of cookies. Bowl #1 has 10 chocolate chip and 30 plain cookies, while bowl #2 has 20 of each. Our friend Fred picks a bowl at random, and then picks a cookie at random. We may assume there is no reason to believe Fred treats one bowl differently from another, likewise for the cookies. The cookie turns out to be a plain one. How probable is it that Fred picked it out of bowl #1?

Intuitively, it seems clear that the answer should be more than a half, since there are more plain cookies in bowl #1. The precise answer is given by Bayes’ theorem. Let $H_1$ correspond to bowl #1, and $H_2$ to bowl #2. It is given that the bowls are identical from Fred’s point of view, thus $P(H_1) = P(H_2)$, and the two must add up to 1, so both are equal to 0.5. The event $E$ is the observation of a plain cookie. From the contents of the bowls, we know that $P(E \mid H_1) = 30/40 = 0.75$ and $P(E \mid H_2) = 20/40 = 0.5$. Bayes’ formula then yields

$$P(H_1 \mid E) = \frac{P(E \mid H_1) \cdot P(H_1)}{P(E \mid H_1) \cdot P(H_1) + P(E \mid H_2) \cdot P(H_2)}$$

$$= \frac{0.75 \times 0.5}{0.75 \times 0.5 + 0.5 \times 0.5}$$

$$= 0.6$$

Before we observed the cookie, the probability we assigned for Fred having chosen bowl #1 was the prior probability, $P(H_1)$, which was 0.5. After observing the cookie, we must revise the probability to $P(H_1 \mid E)$, which is 0.6.
27.5.2 Making a prediction

An archaeologist is working at a site thought to be from the medieval period, between the 11th century to the 16th century. However, it is uncertain exactly when in this period the site was inhabited. Fragments of pottery are found, some of which are glazed and some of which are decorated. It is expected that if the site were inhabited during the early medieval period, then 1% of the pottery would be glazed and 50% of its area decorated, whereas if it had been inhabited in the late medieval period then 81% would be glazed and 5% of its area decorated. How confident can the archaeologist be in the date of inhabitation as fragments are unearthed?

The degree of belief in the continuous variable \( C \) (century) is to be calculated, with the discrete set of events \( \{GD, GD, GD, GD\} \) as evidence. Assuming linear variation of glaze and decoration with time, and that these variables are independent,

\[
P(E = GD \mid C = c) = (0.01+0.16(c-11))(0.5-0.09(c-11))
\]

\[
P(E = GD \mid C = c) = (0.01+0.16(c-11))(0.5+0.09(c-11))
\]

\[
P(E = GD \mid C = c) = (0.99-0.16(c-11))(0.5-0.09(c-11))
\]

\[
P(E = GD \mid C = c) = (0.99-0.16(c-11))(0.5+0.09(c-11))
\]

Assume a uniform prior of \( f_C(c) = 0.2 \), and that trials are independent and identically distributed. When a new fragment of type \( e \) is discovered, Bayes' theorem is applied to update the degree of belief for each \( c \):

\[
f_C(c \mid E = e) = \frac{P(E = e \mid C = c) f_C(c)}{\int_1^{14} P(E = e \mid C = c) f_C(c) dc}
\]

A computer simulation of the changing belief as 50 fragments are unearthed is shown on the graph. In the simulation, the site was inhabited around 1420, or \( c = 15.2 \). By calculating the area under the relevant portion of the graph for 50 trials, the archaeologist can say that there is practically no chance the site was inhabited in the 11th and 12th centuries, about 1% chance that it was inhabited during the 13th century, 63% chance during the 14th century and 36% during the 15th century. Note that the Bernstein-von Mises theorem asserts here the asymptotic convergence to the "true" distribution because the probability space corresponding to the discrete set of events \( \{GD, GD, GD, GD\} \) is finite (see above section on asymptotic behaviour of the posterior).
27.6.1 Model selection

See Bayesian model selection

27.7 Applications

27.7.1 Computer applications

Bayesian inference has applications in artificial intelligence and expert systems. Bayesian inference techniques have been a fundamental part of computerized pattern recognition techniques since the late 1950s. There is also an ever growing connection between Bayesian methods and simulation-based Monte Carlo techniques since complex models cannot be processed in closed form by a Bayesian analysis, while a graphical model structure may allow for efficient simulation algorithms like the Gibbs sampling and other Metropolis–Hastings algorithm schemes.\(^{13}\) Recently Bayesian inference has gained popularity amongst the phylogenetics community for these reasons; a number of applications allow many demographic and evolutionary parameters to be estimated simultaneously.

As applied to statistical classification, Bayesian inference has been used in recent years to develop algorithms for identifying e-mail spam. Applications which make use of Bayesian inference for spam filtering include CRM114, DSPAM, Bogofilter, SpamAssassin, SpamBayes, Mozilla, XEAMS, and others. Spam classification is treated in more detail in the article on the naive Bayes classifier.

Solomonoff’s Inductive inference is the theory of prediction based on observations; for example, predicting the next symbol based upon a given series of symbols. The only assumption is that the environment follows some unknown but computable probability distribution. It is a formal inductive framework that combines two well-studied principles of inductive inference: Bayesian statistics and Occam’s Razor.\(^{14}\) Solomonoff’s universal prior probability of any prefix \(p\) of a computable sequence \(x\) is the sum of the probabilities of all programs (for a universal computer) that compute something starting with \(p\). Given some \(p\) and any computable but unknown probability distribution from which \(x\) is sampled, the universal prior and Bayes’ theorem can be used to predict the yet unseen parts of \(x\) in optimal fashion.\(^{15}\)\(^{16}\)

27.7.2 In the courtroom

Bayesian inference can be used by jurors to coherently accumulate the evidence for and against a defendant, and to see whether, in totality, it meets their personal threshold for ‘beyond a reasonable doubt’.\(^{17}\)\(^{18}\)\(^{19}\) Bayes’ theorem is applied successively to all evidence presented, with the posterior from one stage becoming the prior for the next. The benefit of a Bayesian approach is that it gives the juror an unbiased, rational mechanism for combining evidence. It may be appropriate to explain Bayes’ theorem to jurors in odds form, as betting odds are more widely understood than probabilities. Alternatively, a logarithmic approach, replacing multiplication with addition, might be easier for a jury to handle.

Adding up evidence.

If the existence of the crime is not in doubt, only the identity of the culprit, it has been suggested that the prior should be uniform over the qualifying population.\(^{20}\) For example, if 1,000 people could have committed the crime, the prior probability of guilt would be 1/1000.

The use of Bayes’ theorem by jurors is controversial. In the United Kingdom, a defence expert witness explained Bayes’ theorem to the jury in \(R\ v\ Adams\). The jury convicted, but the case went to appeal on the basis that no means of accumulating evidence had been provided for jurors who did not wish to use Bayes’ theorem. The Court of Appeal upheld the conviction, but it also gave the opinion that “To introduce Bayes’ Theorem, or any similar method, into a criminal trial plunges the jury into inappropriate and unnecessary realms of theory and complexity, deflecting them from their proper task.”

Gardner-Medwin\(^{21}\) argues that the criterion on which a verdict in a criminal trial should be based is not the probability of guilt, but rather the probability of the evidence, given that the defendant is innocent (akin to a frequentist \(p\)-value). He argues that if the posterior probability of guilt is to be computed by Bayes’ theorem, the prior probability of guilt must be known. This will depend on the incidence of the crime, which is an unusual piece of evidence to consider in a criminal trial. Consider the following three propositions:
A The known facts and testimony could have arisen if the defendant is guilty
B The known facts and testimony could have arisen if the defendant is innocent
C The defendant is guilty.

Gardner-Medwin argues that the jury should believe both A and not-B in order to convict. A and not-B implies the truth of C, but the reverse is not true. It is possible that B and C are both true, but in this case he argues that a jury should acquit, even though they know that they will be letting some guilty people go free. See also Lindley's paradox.

27.7.3 Bayesian epistemology

Bayesian epistemology is a movement that advocates for Bayesian inference as a means of justifying the rules of inductive logic.

Karl Popper and David Miller have rejected the alleged rationality of Bayesianism, i.e. using Bayes rule to make epistemological inferences.[22] It is prone to the same vicious circle as any other justificationalist epistemology, because it presupposes what it attempts to justify. According to this view, a rational interpretation of Bayesian inference would see it merely as a probabilistic version of falsification, rejecting the belief, commonly held by Bayesians, that high likelihood achieved by a series of Bayesian updates would prove the hypothesis beyond any reasonable doubt, or even with likelihood greater than 0.

27.7.4 Other

- The scientific method is sometimes interpreted as an application of Bayesian inference. In this view, Bayes' rule guides (or should guide) the updating of probabilities about hypotheses conditional on new observations or experiments.[23]

- Bayesian search theory is used to search for lost objects.

- Bayesian inference in phylogeny

- Bayesian tool for methylation analysis

27.8 Bayes and Bayesian inference

The problem considered by Bayes in Proposition 9 of his essay, "An Essay towards solving a Problem in the Doctrine of Chances", is the posterior distribution for the parameter $a$ (the success rate) of the binomial distribution.

27.9 History

Main article: History of statistics § Bayesian statistics

The term Bayesian refers to Thomas Bayes (1702–1761), who proved a special case of what is now called Bayes' theorem. However, it was Pierre-Simon Laplace (1749–1827) who introduced a general version of the theorem and used it to approach problems in celestial mechanics, medical statistics, reliability, and jurisprudence.[24] Early Bayesian inference, which used uniform priors following Laplace's principle of insufficient reason, was called "inverse probability" (because it infers backwards from observations to parameters, or from effects to causes[25]). After the 1920s, “inverse probability” was largely supplanted by a collection of methods that came to be called frequentist statistics.[25]

In the 20th century, the ideas of Laplace were further developed in two different directions, giving rise to objective and subjective currents in Bayesian practice. In the objective or “non-informative” current, the statistical analysis depends on only the model assumed, the data analyzed,[26] and the method assigning the prior, which differs from one objective Bayesian to another objective Bayesian. In the subjective or “informative” current, the specification of the prior depends on the belief (that is, propositions on which the analysis is prepared to act), which can summarize information from experts, previous studies, etc.

In the 1980s, there was a dramatic growth in research and applications of Bayesian methods, mostly attributed to the discovery of Markov chain Monte Carlo methods, which removed many of the computational problems, and an increasing interest in nonstandard, complex applications.[27] Despite growth of Bayesian research, most undergraduate teaching is still based on frequentist statistics.[28] Nonetheless, Bayesian methods are widely accepted and used, such as for example in the field of machine learning.[29]

27.10 See also

- Bayes' theorem
- Bayesian hierarchical modeling
- Bayesian Analysis, the journal of the ISBA
- Inductive probability
- International Society for Bayesian Analysis (ISBA)
- Jeffreys prior
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27.14. EXTERNAL LINKS


27.13 Further reading

27.13.1 Elementary

The following books are listed in ascending order of probabilistic sophistication:


27.13.2 Intermediate or advanced


27.14 External links

- Bayesian Statistics from Scholarpedia.
- Introduction to Bayesian probability from Queen Mary University of London
• Mathematical Notes on Bayesian Statistics and Markov Chain Monte Carlo

• Bayesian reading list, categorized and annotated by Tom Griffiths


• Stanford Encyclopedia of Philosophy: “Inductive Logic”

• Bayesian Confirmation Theory

• What Is Bayesian Learning?
Chapter 28

Chi-squared distribution

This article is about the mathematics of the chi-squared distribution. For its uses in statistics, see chi-squared test. For the music group, see Chi2 (band).

In probability theory and statistics, the chi-squared distribution (also chi-square or χ²-distribution) with \( k \) degrees of freedom is the distribution of a sum of the squares of \( k \) independent standard normal random variables. It is a special case of the gamma distribution and is one of the most widely used probability distributions in inferential statistics, e.g., in hypothesis testing or in construction of confidence intervals. When it is being distinguished from the more general noncentral chi-squared distribution, this distribution is sometimes called the central chi-squared distribution.

The chi-squared distribution is used in the common chi-squared tests for goodness of fit of an observed distribution to a theoretical one, the independence of two criteria of classification of qualitative data, and in confidence interval estimation for a population standard deviation from a sample standard deviation. Many other statistical tests also use this distribution, like Friedman’s analysis of variance by ranks.

28.1 History and name

This distribution was first described by the German statistician Friedrich Robert Helmert in papers of 1875-6, where he computed the sampling distribution of the sample variance of a normal population. Thus in German this was traditionally known as the Helmert’sche (“Helmertian”) or “Helmert distribution”.

The distribution was independently rediscovered by the English mathematician Karl Pearson in the context of goodness of fit, for which he developed his Pearson’s chi-squared test, published in 1900, with computed table of values published in (Elderton 1902), collected in (Pearson 1914, pp. xxxi–xxxiii, 26–28, Table XII). The name “chi-squared” ultimately derives from Pearson’s shorthand for the exponent in a multivariate normal distribution with the Greek letter Chi, writing \(-\frac{1}{2}\chi^2\) for what would appear in modern notation as \(-\frac{1}{2}x^T\Sigma^{-1}x\) (\(\Sigma\) being the covariance matrix). The idea of a family of “chi-squared distributions”, however, is not due to Pearson but arose as a further development due to Fisher in the 1920s.

28.2 Definition

If \( Z_1, ..., Z_k \) are independent, standard normal random variables, then the sum of their squares,

\[
Q = \sum_{i=1}^{k} Z_i^2,
\]

is distributed according to the chi-squared distribution with \( k \) degrees of freedom. This is usually denoted as

\[
Q \sim \chi^2(k) \quad \text{or} \quad Q \sim \chi^2_k.
\]

The chi-squared distribution has one parameter: \( k \) — a positive integer that specifies the number of degrees of freedom (i.e. the number of \( Z_i's\)).

28.3 Characteristics

Further properties of the chi-squared distribution can be found in the box at the upper right corner of this article.

28.3.1 Probability density function

The probability density function (pdf) of the chi-squared distribution is

\[
f(x; k) = \begin{cases} 
\frac{x^{(k/2)-1}e^{-x/2}}{2^{k/2}\Gamma(k/2)}, & x \geq 0; \\
0, & \text{otherwise.}
\end{cases}
\]

where \( \Gamma(k/2) \) denotes the Gamma function, which has closed-form values for integer \( k \).
For derivations of the pdf in the cases of one, two and $k$ degrees of freedom, see Proofs related to chi-squared distribution.

### 28.3.2 Differential equation

The pdf of the chi-squared distribution is a solution to the following differential equation:

\[
\begin{align*}
2xf'(x) + f(x)(-k + x + 2) &= 0, \\
f(1) &= \frac{2^{-k/2}}{\sqrt{\pi^k}}
\end{align*}
\]

### 28.3.3 Cumulative distribution function

For derivations of the pdf in the cases of one, two and $k$ degrees of freedom, see Proofs related to chi-squared distribution.

\[
F(zk; k) \leq (ze^{1-z})^{k/2}.
\]

The tail bound for the cases when $z > 1$, similarly, is

\[
1 - F(zk; k) \leq (ze^{1-z})^{k/2}.
\]

For another approximation for the CDF modeled after the cube of a Gaussian, see under Noncentral chi-squared distribution.

### 28.3.4 Additivity

It follows from the definition of the chi-squared distribution that the sum of independent chi-squared variables is also chi-squared distributed. Specifically, if \{X_i\}_{i=1}^n are independent chi-squared variables with \{k_i\}_{i=1}^n degrees of freedom, respectively, then $Y = X_1 + \cdots + X_n$ is chi-squared distributed with $k_1 + \cdots + kn$ degrees of freedom.

### 28.3.5 Sample mean

The sample mean of $n$ i.i.d. chi-squared variables of degree $k$ is distributed according to a gamma distribution with shape $\alpha$ and scale 0 parameters: 

\[
\bar{X} = \frac{1}{n} \sum_{i=1}^n X_i \sim \text{Gamma}(\alpha = n k/2, \theta = 2/n)
\]

where $X_i \sim \chi^2(k)$. Asymptotically, given that for a scale parameter $\alpha$ going to infinity, a Gamma distribution converges towards a Normal distribution with expectation $\mu = \alpha \cdot \theta$ and variance $\sigma^2 = \alpha \theta^2$, the sample mean converges towards:

\[
\bar{X} \xrightarrow{n \to \infty} \mathcal{N}(\mu = k, \sigma^2 = 2 k/n)
\]

Note that we would have obtained the same result invoking instead the central limit theorem, noting that for each chi-squared variable of degree $k$ the expectation is $k$, and its variance 2$k$ (and hence the variance of the sample mean $\bar{X}$ being $\sigma^2 = 2 k/n$).

### 28.3.6 Entropy

The differential entropy is given by

\[
h = \int_{-\infty}^{\infty} f(x; k) \ln f(x; k) \, dx = \frac{k}{2} + \ln \left[ 2 \Gamma \left( \frac{k}{2} \right) \right] + \left( 1 - \frac{k}{2} \right) \psi \left( \frac{k}{2} \right),
\]

where $\psi(x)$ is the Digamma function.

The chi-squared distribution is the maximum entropy probability distribution for a random variate $X$ for which $E(X) = k$ and $E(\ln(X)) = \psi(k/2) + \ln(2)$ are fixed. Since the chi-squared is in the family of gamma
distributions, this can be derived by substituting appropriate values in the Expectation of the Log moment of Gamma. For derivation from more basic principles, see the derivation in moment generating function of the sufficient statistic.

28.3.7 Noncentral moments

The moments about zero of a chi-squared distribution with \( k \) degrees of freedom are given by

\[
E(X^m) = k(k+2)(k+4)\cdots(k+2m-2) = 2^m \frac{\Gamma(m + \frac{k}{2})}{\Gamma(\frac{k}{2})}
\]

28.3.8 Cumulants

The cumulants are readily obtained by a (formal) power series expansion of the logarithm of the characteristic function:

\[
\kappa_n = 2^{n-1}(n-1)! k
\]

28.3.9 Asymptotic properties

By the central limit theorem, because the chi-squared distribution is the sum of \( k \) independent random variables with finite mean and variance, it converges to a normal distribution for large \( k \). For many practical purposes, for \( k > 50 \) the distribution is sufficiently close to a normal distribution for the difference to be ignored. Specifically, if \( X \sim \chi^2(k) \), then as \( k \) tends to infinity, the distribution of \( (X - k)/\sqrt{2k} \) tends to a standard normal distribution. However, convergence is slow as the skewness is \( \sqrt{8/k} \) and the excess kurtosis is \( 12/k \).

- The sampling distribution of \( \ln(\chi^2) \) converges to normality much faster than the sampling distribution of \( \chi^2 \) as the logarithm removes much of the asymmetry. Other functions of the chi-squared distribution converge more rapidly to a normal distribution. Some examples are:
  - If \( X \sim \chi^2(k) \) then \( \sqrt{2X} \) is approximately normally distributed with mean \( \sqrt{2k-1} \) and unit variance (result credited to R. A. Fisher).
  - If \( X \sim \chi^2(k) \) then \( \sqrt{X/2} \) is approximately normally distributed with mean \( 1 - 2/(9k) \) and variance \( 2/(9k) \). This is known as the Wilson–Hilferty transformation.

28.4 Relation to other distributions

- As \( k \to \infty \), \( (\chi^2_k - k)/\sqrt{2k} \to N(0, 1) \) (normal distribution)
- \( \chi^2_k \sim \chi^2(0) \) (Noncentral chi-squared distribution with non-centrality parameter \( \lambda = 0 \))
- If \( X \sim F(\nu_1, \nu_2) \) then \( Y = \lim_{\nu_2 \to \infty} \nu_1 X \) has the chi-squared distribution \( \chi^2_{\nu_1} \)
- As a special case, if \( X \sim F(1, \nu_2) \) then \( Y = \lim_{\nu_2 \to \infty} X \) has the chi-squared distribution \( \chi^2_{1} \)
- \( ||N_{i=1,\ldots,k}(0, 1)||^2 \sim \chi^2_k \) (The squared norm of \( k \) standard normally distributed variables is a chi-squared distribution with \( k \) degrees of freedom)
- If \( X \sim \chi^2(\nu) \) and \( c > 0 \), then \( cX \sim \Gamma(k = \nu/2, \theta = 2c) \) (gamma distribution)
- If \( X \sim \chi^2_k \) then \( \sqrt{X} \sim \chi_k \) (chi distribution)
- If \( X \sim \chi^2(2) \), then \( X \sim \text{Exp}(1/2) \) is an exponential distribution. (See Gamma distribution for more.)
- If \( X \sim \text{Rayleigh}(1) \) (Rayleigh distribution) then \( X^2 \sim \chi^2(2) \)
- If \( X \sim \text{Maxwell}(1) \) (Maxwell distribution) then \( X^2 \sim \chi^2(3) \)
- If \( X \sim \chi^2(\nu) \) then \( \frac{1}{X} \sim \text{Inv-\chi^2}(\nu) \) (Inverse-chi-squared distribution)
- The chi-squared distribution is a special case of type 3 Pearson distribution
• If \( X \sim \chi^2(\nu_1) \) and \( Y \sim \chi^2(\nu_2) \) are independent then \( \frac{X}{X+Y} \sim \text{Beta}\left(\frac{\nu_1}{2}, \frac{\nu_2}{2}\right) \) (beta distribution)

• If \( X \sim U(0, 1) \) (uniform distribution) then \(-2 \log (X) \sim \chi^2(2)\)

• \( \chi^2(6) \) is a transformation of Laplace distribution

• If \( X_i \sim \text{Laplace}(\mu, \beta) \) then \( \sum_{i=1}^{n} \frac{2|X_i-\mu|}{\beta} \sim \chi^2(2n) \)

• Chi-squared distribution is a transformation of Pareto distribution

• Student’s t-distribution is a transformation of chi-squared distribution

• Student’s t-distribution can be obtained from chi-squared distribution and normal distribution

• Noncentral beta distribution can be obtained as a transformation of chi-squared distribution and normal distribution

• Noncentral t-distribution can be obtained from normal distribution and chi-squared distribution

A chi-squared variable with \( k \) degrees of freedom is defined as the sum of the squares of \( k \) independent standard normal random variables.

If \( Y \) is a \( k \)-dimensional Gaussian random vector with mean vector \( \mu \) and rank \( k \) covariance matrix \( C \), then \( X = (Y-\mu)^T C^{-1} (Y-\mu) \) is chi-squared distributed with \( k \) degrees of freedom.

The sum of squares of statistically independent unit-variance Gaussian variables which do not have mean zero yields a generalization of the chi-squared distribution called the noncentral chi-squared distribution.

If \( Y \) is a vector of \( k \) i.i.d. standard normal random variables and \( A \) is a \( k \times k \) symmetric, idempotent matrix with rank \( k-n \) then the quadratic form \( Y^T A Y \) is chi-squared distributed with \( k-n \) degrees of freedom.

The chi-squared distribution is also naturally related to other distributions arising from the Gaussian. In particular,

• \( Y \) is \( F \)-distributed, \( Y \sim F(k_1, k_2) \) if \( Y = \frac{X_1/k_1}{X_2/k_2} \) where \( X_1 \sim \chi^2(k_1) \) and \( X_2 \sim \chi^2(k_2) \) are statistically independent.

• If \( X \) is chi-squared distributed, then \( \sqrt{X} \) is chi distributed.

• If \( X_1 \sim \chi^2 k_1 \) and \( X_2 \sim \chi^2 k_2 \) are statistically independent, then \( X_1 + X_2 \sim \chi^2 k_1 + k_2 \). If \( X_1 \) and \( X_2 \) are not independent, then \( X_1 + X_2 \) is not chi-squared distributed.

28.5 Generalizations

The chi-squared distribution is obtained as the sum of the squares of \( k \) independent, zero-mean, unit-variance Gaussian random variables. Generalizations of this distribution can be obtained by summing the squares of other types of Gaussian random variables. Several such distributions are described below.

28.5.1 Linear combination

If \( X_1, ..., X_n \) are chi square random variables and \( a_1, ..., a_n \in \mathbb{R}_{>0} \), then a closed expression for the distribution of \( X = \sum_{i=1}^{n} a_i X_i \) is not known. It may be, however, calculated using the property of characteristic functions of the chi-squared random variable.[16]

28.5.2 Noncentral chi-squared distributions

Main article: Noncentral chi-squared distribution

The noncentral chi-squared distribution is obtained from the sum of the squares of independent Gaussian random variables having unit variance and nonzero means.

Generalized chi-squared distribution

Main article: Generalized chi-squared distribution

The generalized chi-squared distribution is obtained from the quadratic form \( z^T A z \) where \( z \) is a zero-mean Gaussian vector having an arbitrary covariance matrix, and \( A \) is an arbitrary matrix.

28.5.3 Gamma, exponential, and related distributions

The chi-squared distribution \( X \sim \chi^2(k) \) is a special case of the gamma distribution, in that \( X \sim \Gamma(k/2, 1/2) \) using the rate parameterization of the gamma distribution (or \( X \sim \Gamma(k/2, 2) \) using the scale parameterization of the gamma distribution) where \( k \) is an integer.

Because the exponential distribution is also a special case of the Gamma distribution, we also have that if \( X \sim \chi^2(2) \), then \( X \sim \text{Exp}(1/2) \) is an exponential distribution.

The Erlang distribution is also a special case of the Gamma distribution and thus we also have that if \( X \sim \chi^2(k) \) with even \( k \), then \( X \) is Erlang distributed with shape parameter \( k/2 \) and scale parameter \( 1/2 \).
28.6 Applications

The chi-squared distribution has numerous applications in inferential statistics, for instance in chi-squared tests and in estimating variances. It enters the problem of estimating the mean of a normally distributed population and the problem of estimating the slope of a regression line via its role in Student’s t-distribution. It enters all analysis of variance problems via its role in the F-distribution, which is the distribution of the ratio of two independent chi-squared random variables, each divided by their respective degrees of freedom.

Following are some of the most common situations in which the chi-squared distribution arises from a Gaussian-distributed sample.

- if $X_1, ..., X_n$ are i.i.d. $N(\mu, \sigma^2)$ random variables, then $\sum_{i=1}^{n} (X_i - \bar{X})^2 \sim \sigma^2 \chi^2_{n-1}$ where $\bar{X} = \frac{1}{n} \sum_{i=1}^{n} X_i$.

- The box below shows some statistics based on $X_i \sim \text{Normal}(\mu_i, \sigma^2_i)$, $i = 1, \cdots, k$, independent random variables that have probability distributions related to the chi-squared distribution:

The chi-squared distribution is also often encountered in Magnetic Resonance Imaging. [17]

28.7 Table of $\chi^2$ value vs p-value

The p-value is the probability of observing a test statistic at least as extreme in a chi-squared distribution. Accordingly, since the cumulative distribution function (CDF) for the appropriate degrees of freedom ($df$) gives the probability of having obtained a value less extreme than this point, subtracting the CDF value from 1 gives the p-value. The table below gives a number of p-values matching to $\chi^2$ for the first 10 degrees of freedom.

A low p-value indicates greater statistical significance, i.e. greater confidence that the observed deviation from the null hypothesis is significant. A p-value of 0.05 is often used as a bright-line cutoff between significant and not-significant results.

28.8 See also

- Cochran’s theorem
- F-distribution
- Fisher’s method for combining independent tests of significance
- Gamma distribution
- Generalized chi-squared distribution
- Noncentral chi-squared distribution
- Hotelling’s T-squared distribution
- Pearson’s chi-squared test
- Student’s t-distribution
- Wilks’ lambda distribution
- Wishart distribution

28.9 References


[18] Chi-Squared Test Table B.2. Dr. Jacqueline S. McLaughlin at The Pennsylvania State University. In turn citing: R.A. Fisher and F. Yates, Statistical Tables for Biological Agricultural and Medical Research, 6th ed., Table IV

### 28.10 Further reading


### 28.11 External links


- Calculator for the pdf, cdf and quantiles of the chi-squared distribution

- Earliest Uses of Some of the Words of Mathematics: entry on Chi squared has a brief history

- Course notes on Chi-Squared Goodness of Fit Testing from Yale University Stats 101 class.

- Mathematica demonstration showing the chi-squared sampling distribution of various statistics, e.g. $\sum x^2$, for a normal population

- Simple algorithm for approximating cdf and inverse cdf for the chi-squared distribution with a pocket calculator
A chi-squared test, also referred to as $\chi^2$ test (or chi-square test), is any statistical hypothesis test in which the sampling distribution of the test statistic is a chi-square distribution when the null hypothesis is true. Chi-squared tests are often constructed from a sum of squared errors, or through the sample variance. Test statistics that follow a chi-squared distribution arise from an assumption of independent normally distributed data, which is valid in many cases due to the central limit theorem. A chi-squared test can then be used to reject the hypothesis that the data are independent.

Also considered a chi-square test is a test in which this is asymptotically true, meaning that the sampling distribution (if the null hypothesis is true) can be made to approximate a chi-square distribution as closely as desired by making the sample size large enough. The chi-squared test is used to determine whether there is a significant difference between the expected frequencies and the observed frequencies in one or more categories. Does the number of individuals or objects that fall in each category differ significantly from the number you would expect? Is this difference between the expected and observed due to sampling variation, or is it a real difference?

### 29.1 Examples of chi-square tests with samples

One test statistic that follows a chi-square distribution exactly is the test that the variance of a normally distributed population has a given value based on a sample variance. Such tests are uncommon in practice because the true variance of the population is usually unknown. However, there are several statistical tests where the chi-square distribution is approximately valid:

#### 29.1.1 Pearson’s chi-square test

Main article: Pearson’s chi-square test

Pearson’s chi-square test, also known as the chi-square goodness-of-fit test or chi-square test for independence. When the chi-square test is mentioned without any modifiers or without other precluding context, this test is often meant (for an exact test used in place of $\chi^2$, see Fisher’s exact test).

#### 29.1.2 Yates’s correction for continuity

Main article: Yates’s correction for continuity

Using the chi-square distribution to interpret Pearson’s chi-square statistic requires one to assume that the discrete probability of observed binomial frequencies in the table can be approximated by the continuous chi-square distribution. This assumption is not quite correct, and introduces some error.

To reduce the error in approximation, Frank Yates suggested a correction for continuity that adjusts the formula for Pearson’s chi-square test by subtracting 0.5 from the difference between each observed value and its expected value in a $2 \times 2$ contingency table. This reduces the chi-square value obtained and thus increases its p-value.
29.1.3 Other chi-square tests

- Cochran–Mantel–Haenszel chi-squared test.
- McNemar’s test, used in certain 2 × 2 tables with pairing
- Tukey’s test of additivity
- The portmanteau test in time-series analysis, testing for the presence of autocorrelation
- Likelihood-ratio tests in general statistical modelling, for testing whether there is evidence of the need to move from a simple model to a more complicated one (where the simple model is nested within the complicated one).

29.2 Chi-squared test for variance in a normal population

If a sample of size \( n \) is taken from a population having a normal distribution, then there is a result (see distribution of the sample variance) which allows a test to be made of whether the variance of the population has a predetermined value. For example, a manufacturing process might have been in stable condition for a long period, allowing a value for the variance to be determined essentially without error. Suppose that a variant of the process is being tested, giving rise to a small sample of \( n \) product items whose variation is to be tested. The test statistic \( T \) in this instance could be set to be the sum of squares about the sample mean, divided by the nominal value for the variance (i.e. the value to be tested as holding). Then \( T \) has a chi-square distribution with \( n - 1 \) degrees of freedom. For example if the sample size is 21, the acceptance region for \( T \) for a significance level of 5% is the interval 9.59 to 34.17.

29.3 Example chi-squared test for categorical data

Suppose there is a city of 1 million residents with four neighborhoods: A, B, C, and D. A random sample of 650 residents of the city is taken and their occupation is recorded as “blue collar”, “white collar”, or “service”. The null hypothesis is that each person’s neighborhood of residence is independent of the person’s occupational classification. The data are tabulated as:

Let us take the sample living in neighborhood A, 150/650, to estimate what proportion of the whole 1 million people live in neighborhood A. Similarly we take 349/650 to estimate what proportion of the 1 million people are blue-collar workers. By the assumption of independence under the hypothesis we should “expect” the number of blue-collar workers in neighborhood A to be \[ \frac{150}{650} \times \frac{349}{650} \times 650 \approx 80.54. \]

Then in that “cell” of the table, we have

\[ \frac{(\text{observed} - \text{expected})^2}{\text{expected}} = \frac{(90 - 80.54)^2}{80.54}. \]

The sum of these quantities over all of the cells is the test statistic. Under the null hypothesis, it has approximately a chi-square distribution whose number of degrees of freedom is \((\text{rows of number} - 1)(\text{columns of number} - 1) = (3-1)(4-1) = 6\).

If the test statistic is improbably large according to that chi-square distribution, then one rejects the null hypothesis of independence.

A related issue is a test of homogeneity. Suppose that instead of giving every resident of each of the four neighborhoods an equal chance of inclusion in the sample, we decide in advance how many residents of each neighborhood to include. Then each resident has the same chance of being chosen as do all residents of the same neighborhood, but residents of different neighborhoods would have different probabilities of being chosen if the four sample sizes are not proportional to the populations of the four neighborhoods. In such a case, we would be testing “homogeneity” rather than “independence”. The question is whether the proportions of blue-collar, white-collar, and service workers in the four neighborhoods are the same. However, the test is done in the same way.

29.4 Applications

In cryptanalysis, chi-square test is used to compare the distribution of plaintext and (possibly) decrypted ciphertext. The lowest value of the test means that the decryption was successful with high probability.[2, 3] This method can be generalized for solving modern cryptographic problems.[4]

29.5 See also

- Chi-square test nomogram
- G-test
- Minimum chi-square estimation
- The Wald test can be evaluated against a chi-square distribution.
### 29.6 References


- Weisstein, Eric W., “Chi-Squared Test”, *MathWorld*.
Chapter 30

Goodness of fit

The goodness of fit of a statistical model describes how well it fits a set of observations. Measures of goodness of fit typically summarize the discrepancy between observed values and the values expected under the model in question. Such measures can be used in statistical hypothesis testing, e.g. to test for normality of residuals, to test whether two samples are drawn from identical distributions (see Kolmogorov–Smirnov test), or whether outcome frequencies follow a specified distribution (see Pearson’s chi-squared test). In the analysis of variance, one of the components into which the variance is partitioned may be a lack-of-fit sum of squares.

30.1 Fit of distributions

In assessing whether a given distribution is suited to a data-set, the following tests and their underlying measures of fit can be used:

- Kolmogorov–Smirnov test;
- Cramér–von Mises criterion;
- Anderson–Darling test;
- Shapiro–Wilk test;
- Chi Square test;
- Akaike information criterion;
- Hosmer–Lemeshow test;

30.2 Regression analysis

In regression analysis, the following topics relate to goodness of fit:

- Coefficient of determination (The R squared measure of goodness of fit);
- Lack-of-fit sum of squares.

30.2.1 Example

One way in which a measure of goodness of fit statistic can be constructed, in the case where the variance of the measurement error is known, is to construct a weighted sum of squared errors:

\[ \chi^2 = \sum \frac{(O - E)^2}{\sigma^2} \]

where \( \sigma^2 \) is the known variance of the observation, \( O \) is the observed data and \( E \) is the theoretical data.\[1\] This definition is only useful when one has estimates for the error on the measurements, but it leads to a situation where a chi-squared distribution can be used to test goodness of fit, provided that the errors can be assumed to have a normal distribution.

The reduced chi-squared statistic is simply the chi-squared divided by the number of degrees of freedom:\[1][2][3][4]

\[ \chi^2_{\text{red}} = \frac{\chi^2}{\nu} = \frac{1}{\nu} \sum \frac{(O - E)^2}{\sigma^2} \]

where \( \nu \) is the number of degrees of freedom, usually given by \( N - n - 1 \), where \( N \) is the number of observations, and \( n \) is the number of fitted parameters, assuming that the mean value is an additional fitted parameter. The advantage of the reduced chi-squared is that it already normalizes for the number of data points and model complexity. This is also known as the mean square weighted deviation.

As a rule of thumb (again valid only when the variance of the measurement error is known a priori rather than estimated from the data), a \( \chi^2_{\text{red}} \gg 1 \) indicates a poor model fit. A \( \chi^2_{\text{red}} \gg 1 \) indicates that the fit has not fully captured the data (or that the error variance has been underestimated). In principle, a value of \( \chi^2_{\text{red}} = 1 \) indicates that the extent of the match between observations and estimates is in accord with the error variance. A \( \chi^2_{\text{red}} < 1 \) indicates that the model is ‘over-fitting’ the data: either the model is improperly fitting noise, or the error variance has been overestimated.\[5\]
30.3 Categorical data

The following are examples that arise in the context of categorical data.

30.3.1 Pearson’s chi-squared test

Pearson’s chi-squared test uses a measure of goodness of fit which is the sum of differences between observed and expected outcome frequencies (that is, counts of observations), each squared and divided by the expectation:

\[ \chi^2 = \sum_{i=1}^{n} \frac{(O_i - E_i)^2}{E_i} \]

where:

- \( O_i \) = an observed frequency (i.e. count) for bin \( i \)
- \( E_i \) = an expected (theoretical) frequency for bin \( i \), asserted by the null hypothesis.

The expected frequency is calculated by:

\[ E_i = \left( \frac{F_{Yu} - F_{Yl}}{N} \right) N \]

where:

- \( F \) = the cumulative Distribution function for the distribution being tested.
- \( Yu \) = the upper limit for class \( i \),
- \( Yl \) = the lower limit for class \( i \), and
- \( N \) = the sample size

The resulting value can be compared to the chi-squared distribution to determine the goodness of fit. In order to determine the degrees of freedom of the chi-squared distribution, one takes the total number of observed frequencies and subtracts the number of estimated parameters. The test statistic follows, approximately, a chi-square distribution with \( k - 1 \) degrees of freedom where \( k \) is the number of non-empty cells and \( c \) is the number of estimated parameters (including location and scale parameters and shape parameters) for the distribution.

Example: equal frequencies of men and women

For example, to test the hypothesis that a random sample of 100 people has been drawn from a population in which men and women are equal in frequency, the observed number of men and women would be compared to the theoretical frequencies of 50 men and 50 women. If there were 44 men in the sample and 56 women, then

\[ \chi^2 = \frac{(44 - 50)^2}{50} + \frac{(56 - 50)^2}{50} = 1.44 \]

If the null hypothesis is true (i.e., men and women are chosen with equal probability in the sample), the test statistic will be drawn from a chi-squared distribution with one degree of freedom. Though one might expect two degrees of freedom (one each for the men and women), we must take into account that the total number of men and women is constrained (100), and thus there is only one degree of freedom (2 - 1). Alternatively, if the male count is known the female count is determined, and vice versa.

Consultation of the chi-squared distribution for 1 degree of freedom shows that the probability of observing this difference (or a more extreme difference than this) if men and women are equally numerous in the population is approximately 0.23. This probability is higher than conventional criteria for statistical significance (.001-.05), so normally we would not reject the null hypothesis that the number of men in the population is the same as the number of women (i.e. we would consider our sample within the range of what we’d expect for a 50/50 male/female ratio.)

30.3.2 Binomial case

A binomial experiment is a sequence of independent trials in which the trials can result in one of two outcomes, success or failure. There are \( n \) trials each with probability of success, denoted by \( p \). Provided that \( npi \gg 1 \) for every \( i \) (where \( i = 1, 2, \ldots, k \)), then

\[ \chi^2 = \sum_{i=1}^{k} \frac{(N_i - np_i)^2}{np_i} \approx \sum_{\text{all cells}} \frac{(O-E)^2}{E} \]

This has approximately a chi-squared distribution with \( k - 1 \) df. The fact that df = \( k - 1 \) is a consequence of the restriction \( \sum N_i = n \). We know there are \( k \) observed cell counts, however, once any \( k - 1 \) are known, the remaining one is uniquely determined. Basically, one can say, there are only \( k - 1 \) freely determined cell counts, thus df = \( k - 1 \).

30.4 Other measures of fit

The likelihood ratio test statistic is a measure of the goodness of fit of a model, judged by whether an expanded form of the model provides a substantially improved fit.

30.5 See also

- Deviance (statistics) (related to GLM)
30.6 References


Chapter 31

Likelihood-ratio test

Not to be confused with the use of likelihood ratios in diagnostic testing.

In statistics, a likelihood ratio test is a statistical test used to compare the goodness of fit of two models, one of which (the null model) is a special case of the other (the alternative model). The test is based on the likelihood ratio, which expresses how many times more likely the data are under one model than the other. This likelihood ratio, or equivalently its logarithm, can then be used to compute a p-value, or compared to a critical value to decide whether to reject the null model in favour of the alternative model. When the logarithm of the likelihood ratio is used, the statistic is known as a log-likelihood ratio statistic, and the probability distribution of this test statistic, assuming that the null model is true, can be approximated using Wilks’s theorem.

In the case of distinguishing between two models, each of which has no unknown parameters, use of the likelihood ratio test can be justified by the Neyman–Pearson lemma, which demonstrates that such a test has the highest power among all competitors.[1]

31.1 Use

Each of the two competing models, the null model and the alternative model, is separately fitted to the data and the log-likelihood recorded. The test statistic (often denoted by $D$) is twice the difference in these log-likelihoods:

$$D = -2 \ln \left( \frac{\text{model null for likelihood}}{\text{model alternative for likelihood}} \right)$$

$$= -2 \ln (\text{model null for likelihood}) + 2 \ln (\text{model alternative for likelihood})$$

The model with more parameters will always fit at least as well (have an equal or greater log-likelihood). Whether it fits significantly better and should thus be preferred is determined by deriving the probability or p-value of the difference $D$. Where the null hypothesis represents a special case of the alternative hypothesis, the probability distribution of the test statistic is approximately a chi-squared distribution with degrees of freedom equal to $df2 - df1$.[2] Symbols $df1$ and $df2$ represent the number of free parameters of models 1 and 2, the null model and the alternative model, respectively.

Here is an example of use. If the null model has 1 parameter and a log-likelihood of $-8024$ and the alternative model has 3 parameters and a log-likelihood of $-8012$, then the probability of this difference is that of chi-squared value of $+2(8024 - 8012) = 24$ with $3 - 1 = 2$ degrees of freedom. Certain assumptions[3] must be met for the statistic to follow a chi-squared distribution, and often empirical p-values are computed.

The likelihood-ratio test requires nested models, i.e. models in which the more complex one can be transformed into the simpler model by imposing a set of constraints on the parameters. If the models are not nested, then a generalization of the likelihood-ratio test can usually be used instead: the relative likelihood.

31.2 Simple-vs-simple hypotheses

Main article: Neyman–Pearson lemma

A statistical model is often a parametrized family of probability density functions or probability mass functions $f(x|\theta)$. A simple-vs-simple hypothesis test has completely specified models under both the null and alternative hypotheses, which for convenience are written in terms of fixed values of a notional parameter $\theta$:

$H_0 : \theta = \theta_0$,

$H_1 : \theta = \theta_1$.

Note that under either hypothesis, the distribution of the data is fully specified; there are no unknown parameters to estimate. The likelihood ratio test is based on the likelihood ratio, which is often denoted by $\Lambda$ (the capital Greek letter lambda). The likelihood ratio is defined as follows:[4][5]

$$\Lambda(x) = \frac{L(\theta_0|x)}{L(\theta_1|x)} = \frac{f(\cup_1 x_i|\theta_0)}{f(\cup_1 x_i|\theta_1)}$$
or

\[\Lambda(x) = \frac{L(\theta_0 \mid x)}{\sup\{L(\theta \mid x) : \theta \in \{\theta_0, \theta_1\}\}}.\]

where \(L(\theta|x)\) is the likelihood function, and sup is the supremum function. Note that some references may use the reciprocal as the definition.[6] In the form stated here, the likelihood ratio is small if the alternative model is better than the null model and the likelihood ratio test provides the decision rule as follows:

If \(\Lambda > c\), do not reject \(H_0\);

If \(\Lambda < c\), reject \(H_0\);

Reject with probability \(q\) if \(\Lambda = c\).

The values \(c\), \(q\) are usually chosen to obtain a specified significance level \(\alpha\), through the relation \(q \cdot P(\Lambda = c \mid H_0) + P(\Lambda < c \mid H_0) = \alpha\). The Neyman-Pearson lemma states that this likelihood ratio test is the most powerful among all level \(\alpha\) tests for this problem.[1]

### 31.3 Definition (likelihood ratio test for composite hypotheses)

A null hypothesis is often stated by saying the parameter \(\theta\) is in a specified subset \(\Theta_0\) of the parameter space \(\Theta\).

\(H_0: \theta \in \Theta_0\)

\(H_1: \theta \in \Theta_0^C\)

The likelihood function is \(L(\theta|x) = f(x|\theta)\) (with \(f(x|\theta)\) being the pdf or pmf), which is a function of the parameter \(\theta\) with \(x\) held fixed at the value that was actually observed, i.e., the data. The likelihood ratio test statistic is [3]

\[\Lambda(x) = \frac{\sup\{L(\theta \mid x) : \theta \in \Theta_0\}}{\sup\{L(\theta \mid x) : \theta \in \Theta\}}.\]

Here, the sup notation refers to the supremum function.

A likelihood ratio test is any test with critical region (or rejection region) of the form \(\{x \mid \Lambda \leq c\}\) where \(c\) is any number satisfying \(0 \leq c \leq 1\). Many common test statistics such as the \(Z\)-test, the \(F\)-test, Pearson’s chi-squared test and the \(G\)-test are tests for nested models and can be phrased as log-likelihood ratios or approximations thereof.

### 31.3.1 Interpretation

Being a function of the data \(x\), the likelihood ratio is therefore a statistic. The likelihood ratio test rejects the null hypothesis if the value of this statistic is too small. How small is too small depends on the significance level of the test, i.e., on what probability of Type I error is considered tolerable (“Type I” errors consist of the rejection of a null hypothesis that is true).

The numerator corresponds to the maximum likelihood of an observed outcome under the null hypothesis. The denominator corresponds to the maximum likelihood of an observed outcome varying parameters over the whole parameter space. The numerator of this ratio is less than the denominator. The likelihood ratio hence is between 0 and 1. Low values of the likelihood ratio mean that the observed result was less likely to occur under the null hypothesis as compared to the alternative. High values of the statistic mean that the observed outcome was nearly as likely to occur under the null hypothesis as the alternative, and the null hypothesis cannot be rejected.

### 31.3.2 Distribution: Wilks’s theorem

If the distribution of the likelihood ratio corresponding to a particular null and alternative hypothesis can be explicitly determined then it can directly be used to form decision regions (to accept/reject the null hypothesis). In most cases, however, the exact distribution of the likelihood ratio corresponding to specific hypotheses is very difficult to determine. A convenient result, attributed to Samuel S. Wilks, says that as the sample size \(n\) approaches \(\infty\), the test statistic \(-2\log(\Lambda)\) for a nested model will be asymptotically \(\chi^2\)-distributed with degrees of freedom equal to the difference in dimensionality of \(\Theta\) and \(\Theta_0\).[3] This means that for a great variety of hypotheses, a practitioner can compute the likelihood ratio \(\Lambda\) for the data and compare \(-2\log(\Lambda)\) to the \(\chi^2\) value corresponding to a desired statistical significance as an approximate statistical test.

### 31.4 Examples

#### 31.4.1 Coin tossing

An example, in the case of Pearson’s test, we might try to compare two coins to determine whether they have the same probability of coming up heads. Our observation can be put into a contingency table with rows corresponding to the coin and columns corresponding to heads or tails. The elements of the contingency table will be the number of times the coin for that row came up heads or tails. The contents of this table are our observation \(X\).

Here \(\Theta\) consists of the possible combinations of values of the parameters \(p_{1H}, p_{1T}, p_{2H},\) and \(p_{2T}\), which are
the probability that coins 1 and 2 come up heads or tails. In what follows, \( i = 1, 2 \) and \( j = H, T \). The hypothesis space \( H \) is constrained by the usual constraints on a probability distribution, \( 0 \leq p_{ij} \leq 1 \), and \( p_{iH} + p_{iT} = 1 \). The space of the null hypothesis \( H_0 \) is the subspace where \( p_{1j} = p_{2j} \). Writing \( n_{ij} \) for the best values for \( p_{ij} \) under the hypothesis \( H \), the maximum likelihood estimate is given by

\[
n_{ij} = \frac{k_{ij}}{k_{iH} + k_{iT}}.
\]

Similarly, the maximum likelihood estimates of \( p_{ij} \) under the null hypothesis \( H_0 \) are given by

\[
m_{ij} = \frac{k_{ij}}{k_{1H} + k_{2H} + k_{1T} + k_{2T}},
\]

which does not depend on the coin \( i \).

The hypothesis and null hypothesis can be rewritten slightly so that they satisfy the constraints for the logarithm of the likelihood ratio to have the desired nice distribution. Since the constraint causes the two-dimensional \( H \) to be reduced to the one-dimensional \( H_0 \), the asymptotic distribution for the test will be \( \chi^2(1) \), the \( \chi^2 \) distribution with one degree of freedom.

For the general contingency table, we can write the log-likelihood ratio statistic as

\[
-2 \log \Lambda = 2 \sum_{i,j} k_{ij} \log \frac{n_{ij}}{m_{ij}}.
\]

## 31.6 External links

- Practical application of likelihood ratio test described
- R Package: Wald’s Sequential Probability Ratio Test
- Richard Lowry’s Predictive Values and Likelihood Ratios Online Clinical Calculator

## 31.5 References


Chapter 32

Statistical classification

For the unsupervised learning approach, see Cluster analysis.

In machine learning and statistics, classification is the problem of identifying to which of a set of categories (sub-populations) a new observation belongs, on the basis of a training set of data containing observations (or instances) whose category membership is known. An example would be assigning a given email into “spam” or “non-spam” classes or assigning a diagnosis to a given patient as described by observed characteristics of the patient (gender, blood pressure, presence or absence of certain symptoms, etc.).

In the terminology of machine learning,[1] classification is considered an instance of supervised learning, i.e. learning where a training set of correctly identified observations is available. The corresponding unsupervised procedure is known as clustering, and involves grouping data into categories based on some measure of inherent similarity or distance.

Often, the individual observations are analyzed into a set of quantifiable properties, known variously explanatory variables, features, etc. These properties may variously be categorical (e.g. “A”, “B”, “AB” or “O”, for blood type), ordinal (e.g. “large”, “medium” or “small”), integer-valued (e.g. the number of occurrences of a part word in an email) or real-valued (e.g. a measurement of blood pressure). Other classifiers work by comparing observations to previous observations by means of a similarity or distance function.

An algorithm that implements classification, especially in a concrete implementation, is known as a classifier. The term “classifier” sometimes also refers to the mathematical function, implemented by a classification algorithm, that maps input data to a category.

Terminology across fields is quite varied. In statistics, where classification is often done with logistic regression or a similar procedure, the properties of observations are termed explanatory variables (or independent variables, regressors, etc.), and the categories to be predicted are known as outcomes, which are considered to be possible values of the dependent variable. In machine learning, the observations are often known as instances, the explanatory variables are termed features (grouped into a feature vector), and the possible categories to be predicted are classes. There is also some argument over whether classification methods that do not involve a statistical model can be considered “statistical”. Other fields may use different terminology: e.g. in community ecology, the term “classification” normally refers to cluster analysis, i.e. a type of unsupervised learning, rather than the supervised learning described in this article.

32.1 Relation to other problems

Classification and clustering are examples of the more general problem of pattern recognition, which is the assignment of some sort of output value to a given input value. Other examples are regression, which assigns a real-valued output to each input; sequence labeling, which assigns a class to each member of a sequence of values (for example, part of speech tagging, which assigns a part of speech to each word in an input sentence); parsing, which assigns a parse tree to an input sentence, describing the syntactic structure of the sentence; etc.

A common subclass of classification is probabilistic classification. Algorithms of this nature use statistical inference to find the best class for a given instance. Unlike other algorithms, which simply output a “best” class, probabilistic algorithms output a probability of the instance being a member of each of the possible classes. The best class is normally then selected as the one with the highest probability. However, such an algorithm has numerous advantages over non-probabilistic classifiers:

- It can output a confidence value associated with its choice (in general, a classifier that can do this is known as a confidence-weighted classifier).
- Correspondingly, it can abstain when its confidence of choosing any particular output is too low.
- Because of the probabilities which are generated, probabilistic classifiers can be more effectively incorporated into larger machine-learning tasks, in a
32.2 Frequentist procedures

Early work on statistical classification was undertaken by Fisher,[2][3] in the context of two-group problems, leading to Fisher's linear discriminant function as the rule for assigning a group to a new observation.[4] This early work assumed that data-values within each of the two groups had a multivariate normal distribution. The extension of this same context to more than two-groups has also been considered with a restriction imposed that the classification rule should be linear.[4][5] Later work for the multivariate normal distribution allowed the classifier to be nonlinear:[6] several classification rules can be derived based on slight different adjustments of the Mahalanobis distance, with a new observation being assigned to the group whose centre has the lowest adjusted distance from the observation.

32.3 Bayesian procedures

Unlike frequentist procedures, Bayesian classification procedures provide a natural way of taking into account any available information about the relative sizes of the sub-populations associated with the different groups within the overall population.[7] Bayesian procedures tend to be computationally expensive and, in the days before Markov chain Monte Carlo computations were developed, approximations for Bayesian clustering rules were devised.[8]

Some Bayesian procedures involve the calculation of group membership probabilities: these can be viewed as providing a more informative outcome of a data analysis than a simple attribution of a single group-label to each new observation.

32.4 Binary and multiclass classification

Classification can be thought of as two separate problems - binary classification and multiclass classification. In binary classification, a better understood task, only two classes are involved, whereas multiclass classification involves assigning an object to one of several classes.[9] Since many classification methods have been developed specifically for binary classification, multiclass classification often requires the combined use of multiple binary classifiers.

32.5 Feature vectors

Most algorithms describe an individual instance whose category is to be predicted using a feature vector of individual, measurable properties of the instance. Each property is termed a feature, also known in statistics as an explanatory variable (or independent variable, although in general different features may or may not be statistically independent). Features may variously be binary (“male” or “female”); categorical (e.g. “A”, “B”, “AB” or “O”, for blood type); ordinal (e.g. “large”, “medium” or “small”); integer-valued (e.g. the number of occurrences of a particular word in an email); or real-valued (e.g. a measurement of blood pressure). If the instance is an image, the feature values might correspond to the pixels of an image; if the instance is a piece of text, the feature values might be occurrence frequencies of different words. Some algorithms work only in terms of discrete data and require that real-valued or integer-valued data be discretized into groups (e.g. less than 5, between 5 and 10, or greater than 10).

The vector space associated with these vectors is often called the feature space. In order to reduce the dimensionality of the feature space, a number of dimensionality reduction techniques can be employed.

32.6 Linear classifiers

A large number of algorithms for classification can be phrased in terms of a linear function that assigns a score to each possible category \( k \) by combining the feature vector of an instance with a vector of weights, using a dot product. The predicted category is the one with the highest score. This type of score function is known as a linear predictor function and has the following general form:

\[
\text{score}(\mathbf{X}_i, k) = \beta_k \cdot \mathbf{X}_i,
\]

where \( \mathbf{X}_i \) is the feature vector for instance \( i \), \( \beta_k \) is the vector of weights corresponding to category \( k \), and score(\( \mathbf{X}_i; k \)) is the score associated with assigning instance \( i \) to category \( k \). In discrete choice theory, where instances represent people and categories represent choices, the score is considered the utility associated with person \( i \) choosing category \( k \).

Algorithms with this basic setup are known as linear classifiers. What distinguishes them is the procedure for determining (training) the optimal weights/coefficients and the way that the score is interpreted.

Examples of such algorithms are

- Logistic regression and Multinomial logistic regression
- Probit regression
• The perceptron algorithm
• Support vector machines
• Linear discriminant analysis.

32.7 Algorithms

Examples of classification algorithms include:

• Linear classifiers
  • Fisher’s linear discriminant
  • Logistic regression
  • Naive Bayes classifier
  • Perceptron
• Support vector machines
  • Least squares support vector machines
• Quadratic classifiers
• Kernel estimation
  • k-nearest neighbor
• Boosting (meta-algorithm)
• Decision trees
  • Random forests
• Neural networks
• Learning vector quantization

32.8 Evaluation

Classifier performance depends greatly on the characteristics of the data to be classified. There is no single classifier that works best on all given problems (a phenomenon that may be explained by the no-free-lunch theorem). Various empirical tests have been performed to compare classifier performance and to find the characteristics of data that determine classifier performance. Determining a suitable classifier for a given problem is however still more an art than a science.

The measures precision and recall are popular metrics used to evaluate the quality of a classification system. More recently, receiver operating characteristic (ROC) curves have been used to evaluate the tradeoff between true- and false-positive rates of classification algorithms.

As a performance metric, the uncertainty coefficient has the advantage over simple accuracy in that it is not affected by the relative sizes of the different classes. Further, it will not penalize an algorithm for simply rearranging the classes.

32.9 Application domains

See also: Cluster analysis § Applications

Classification has many applications. In some of these it is employed as a data mining procedure, while in others more detailed statistical modeling is undertaken.

• Computer vision
  • Medical imaging and medical image analysis
  • Optical character recognition
  • Video tracking
• Drug discovery and development
  • Toxicogenomics
  • Quantitative structure-activity relationship
• Geostatistics
• Speech recognition
• Handwriting recognition
• Biometric identification
• Biological classification
• Statistical natural language processing
• Document classification
• Internet search engines
• Credit scoring
• Pattern recognition
• Micro-array classification

32.10 See also

• Class membership probabilities
• Classification rule
• Binary classification
• Compound term processing
• Data mining
• Fuzzy logic
• Data warehouse
• Information retrieval
• Artificial intelligence
• Machine learning
• Recommender system
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32.12 External links

- Classifier showdown A practical comparison of classification algorithms.
- Statistical Pattern Recognition Toolbox for Matlab.
- TOOLDIAG Pattern recognition toolbox.
- Statistical classification software based on adaptive kernel density estimation.
- PAL Classification Suite written in Java.
- kNN and Potential energy (Applet), University of Leicester
- scikit-learn a widely used package in python
- Weka A java based package with an extensive variety of algorithms.
Chapter 33

Binary classification

Binary or binomial classification is the task of classifying the elements of a given set into two groups on the basis of a classification rule. Some typical binary classification tasks are:

- medical testing to determine if a patient has certain disease or not – the classification property is the presence of the disease;
- A “pass or fail” test method or quality control in factories; i.e. deciding if a specification has or has not been met: a Go/no go classification.
- An item may have a qualitative property; it does or does not have a specified characteristic
- information retrieval, namely deciding whether a page or an article should be in the result set of a search or not – the classification property is the relevance of the article, or the usefulness to the user.

An important point is that in many practical binary classification problems, the two groups are not symmetric – rather than overall accuracy, the relative proportion of different types of errors is of interest. For example, in medical testing, a false positive (detecting a disease when it is not present) is considered differently from a false negative (not detecting a disease when it is present).

Statistical classification in general is one of the problems studied in computer science, in order to automatically learn classification systems; some methods suitable for learning binary classifiers include the decision trees, Bayesian networks, support vector machines, neural networks, probit regression, and logistic regression.

Sometimes, classification tasks are trivial. Given 100 balls, some of them red and some blue, a human with normal color vision can easily separate them into red ones and blue ones. However, some tasks, like those in practical medicine, and those interesting from the computer science point of view, are far from trivial, and may produce faulty results if executed imprecisely.

33.1 Evaluation of binary classifiers

Main article: Evaluation of binary classifiers

There are many metrics that can be used to measure the performance of a classifier or predictor; different fields have different preferences for specific metrics due to different goals. For example, in medicine sensitivity and specificity are often used, while in information retrieval precision and recall are preferred. An important distinction is between metrics that are independent on the prevalence (how often each category occurs in the population), and metrics that depend on the prevalence – both types are useful, but they have very different properties.

Given a classification of a specific data set, there are four basic data: the number of true positives (TP), true negatives (TN), false positives (FP), and false negatives (FN). These can be arranged into a 2×2 contingency table, with columns corresponding to actual value – condition positive (CP) or condition negative (CN) – and rows corresponding to classification value – test outcome positive or test outcome negative. There are eight basic ra-
tios that one can compute from this table, which come in four complementary pairs (each pair summing to 1). These are obtained by dividing each of the four numbers by the sum of its row or column, yielding eight numbers, which can be referred to generically in the form “true positive row ratio” or “false negative column ratio”, though there are conventional terms. There are thus two pairs of column ratios and two pairs of row ratios, and one can summarize these with four numbers by choosing one ratio from each pair – the other four numbers are the complements.

The column ratios are True Positive Rate (TPR, aka Sensitivity or recall), with complement the False Negative Rate (FNR); and True Negative Rate (TNR, aka Specificity, SPC), with complement False Positive Rate (FPR). These are the proportion of the population with the condition (resp., without the condition) for which the test is correct (or, complementarily, for which the test is incorrect); these are independent of prevalence.

The row ratios are Positive Predictive Value (PPV, aka precision), with complement the False Discovery Rate (FDR); and Negative Predictive Value (NPV), with complement the False Omission Rate (FOR). These are the proportion of the population with a given test result for which the test is correct (or, complementarily, for which the test is incorrect); these depend on prevalence.

In diagnostic testing, the main ratios used are the true column ratios – True Positive Rate and True Negative Rate – where they are known as sensitivity and specificity. In informational retrieval, the main ratios are the true positive ratios (row and column) – Positive Predictive Value and True Positive Rate – where they are known as precision and recall.

One can take ratios of a complementary pair of ratios, yielding four likelihood ratios (two column ratio of ratios, two row ratio of ratios). This is primarily done for the column (condition) ratios, yielding likelihood ratios in diagnostic testing. Taking the ratio of one of these groups of ratios yields a final ratio, the diagnostic odds ratio (DOR). This can also be defined directly as \((\text{TP}\times\text{TN})/\text{(FP}\times\text{FN}) = (\text{TP}/\text{FN})/\text{(FP}/\text{TN})\); this has a useful interpretation – as an odds ratio – and is prevalence-independent.

There are a number of other metrics, most simply the accuracy or Fraction Correct (FC), which measures the fraction of all instances that are correctly categorized; the complement is the Fraction Incorrect (FiC). The F-score combines precision and recall into one number via a choice of weighing, most simply equal weighing, as the balanced F-score (F1 score). Some metrics come from regression coefficients: the markedness and the informedness, and their geometric mean, the Matthews correlation coefficient. Other metrics include Youden’s J statistic, the uncertainty coefficient, the Phi coefficient, and Cohen’s kappa.

### 33.2 Converting continuous values to binary

Tests whose results are of continuous values, such as most blood values, can artificially be made binary by defining a cutoff value, with test results being designated as positive or negative depending on whether the resultant value is higher or lower than the cutoff.

However, such conversion causes a loss of information, as the resultant binary classification does not tell how much above or below the cutoff a value is. As a result, when converting a continuous value that is close to the cutoff to a binary one, the resultant positive or negative predictive value is generally higher than the predictive value given directly from the continuous value. In such cases, the designation of the test of being either positive or negative gives the appearance of an inappropriately high certainty, while the value is in fact in an interval of uncertainty. For example, with the urine concentration of hCG as a continuous value, a urine pregnancy test that measured 52 mIU/ml of hCG may show as “positive” with 50 mIU/ml as cutoff, but is in fact in an interval of uncertainty, which may be apparent only by knowing the original continuous value. On the other hand, a test result very far from the cutoff generally has a resultant positive or negative predictive value that is lower than the predictive value given from the continuous value. For example, a urine hCG value of 200,000 mIU/ml confers a very high probability of pregnancy, but conversion to binary values results in that it shows just as “positive” as the one of 52 mIU/ml.

### 33.3 See also

- Examples of Bayesian inference
- Classification rule
- Detection theory
- Kernel methods
- Matthews correlation coefficient
- Multiclass classification
- Multi-label classification
- One-class classification
- Prosecutor’s fallacy
- Receiver operating characteristic
- Thresholding (image processing)
- Type I and type II errors
- Uncertainty coefficient, aka Proficiency
- Qualitative property
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Chapter 34

Maximum likelihood

This article is about the statistical techniques. For computer data storage, see Partial response maximum likelihood.

In statistics, maximum-likelihood estimation (MLE) is a method of estimating the parameters of a statistical model. When applied to a data set and given a statistical model, maximum-likelihood estimation provides estimates for the model’s parameters.

The method of maximum likelihood corresponds to many well-known estimation methods in statistics. For example, one may be interested in the heights of adult female penguins, but be unable to measure the height of every single penguin in a population due to cost or time constraints. Assuming that the heights are normally distributed with some unknown mean and variance, the mean and variance can be estimated with MLE while only knowing the heights of some sample of the overall population. MLE would accomplish this by taking the mean and variance as parameters and finding particular parametric values that make the observed results the most probable given the model.

In general, for a fixed set of data and underlying statistical model, the method of maximum likelihood selects the set of values of the model parameters that maximizes the likelihood function. Intuitively, this maximizes the “agreement” of the selected model with the observed data, and for discrete random variables it indeed maximizes the probability of the observed data under the resulting distribution. Maximum-likelihood estimation gives a unified approach to estimation, which is well-defined in the case of the normal distribution and many other problems. However, in some complicated problems, difficulties do occur: in such problems, maximum-likelihood estimators are unsuitable or do not exist.

34.1 Principles

Suppose there is a sample \( x_1, x_2, \ldots, x_n \) of \( n \) independent and identically distributed observations, coming from a distribution with an unknown probability density function \( f_0(\cdot) \). It is however surmised that the function \( f_0 \) belongs to a certain family of distributions \( \{ f(\cdot|\theta), \theta \in \Theta \} \) (where \( \theta \) is a vector of parameters for this family), called the parametric model, so that \( f_0 = f(\cdot|\theta_0) \). The value \( \theta_0 \) is unknown and is referred to as the true value of the parameter vector. It is desirable to find an estimator \( \hat{\theta} \) which would be as close to the true value \( \theta_0 \) as possible. Either or both the observed variables \( x_i \) and the parameter \( \theta \) can be vectors.

To use the method of maximum likelihood, one first specifies the joint density function for all observations. For an independent and identically distributed sample, this joint density function is

\[
f(x_1, x_2, \ldots, x_n | \theta) = f(x_1 | \theta) \times f(x_2 | \theta) \times \cdots \times f(x_n | \theta).
\]

Now we look at this function from a different perspective by considering the observed values \( x_1, x_2, \ldots, x_n \) to be fixed “parameters” of this function, whereas \( \theta \) will be the function’s variable and allowed to vary freely; this function will be called the likelihood:

\[
\mathcal{L}(\theta; x_1, \ldots, x_n) = f(x_1, x_2, \ldots, x_n | \theta) = \prod_{i=1}^{n} f(x_i | \theta).
\]

Note \(\cdot\) denotes a separation between the two input arguments: \( \theta \) and the vector-valued input \( x_1, \ldots, x_n \).

In practice it is often more convenient to work with the logarithm of the likelihood function, called the log-likelihood:

\[
\ln \mathcal{L}(\theta; x_1, \ldots, x_n) = \sum_{i=1}^{n} \ln f(x_i | \theta),
\]

or the average log-likelihood:

\[
\hat{\ell} = \frac{1}{n} \ln \mathcal{L}.
\]

The hat over \( \ell \) indicates that it is akin to some estimator. Indeed, \( \hat{\ell} \) estimates the expected log-likelihood of a single observation in the model.
The method of maximum likelihood estimates $\theta_0$ by finding a value of $\theta$ that maximizes $\hat{l}(\theta)$. This method of estimation defines a maximum-likelihood estimator (MLE) of $\theta_0$.

$$\{\hat{\theta}_{\text{mle}}\} \subseteq \{\arg \max_{\theta \in \Theta} \hat{l}(\theta) \mid x_1, \ldots, x_n\}.$$ 

... if any maximum exists. An MLE estimate is the same regardless of whether we maximize the likelihood or the log-likelihood function, since log is a strictly monotonically increasing function.

For many models, a maximum likelihood estimator can be found as an explicit function of the observed data $x_1, \ldots, x_n$. For many other models, however, no closed-form solution to the maximization problem is known or available, and an MLE has to be found numerically using optimization methods. For some problems, there may be multiple estimates that maximize the likelihood. For other problems, no maximum likelihood estimate exists (meaning that the log-likelihood function increases without attaining the supremum value).

In the exposition above, it is assumed that the data are independent and identically distributed. The method can be applied however to a broader setting, as long as it is possible to write the joint density function $f(x_1, \ldots, x_n \mid \theta)$, and its parameter $\theta$ has a finite dimension which does not depend on the sample size $n$. In a simpler extension, an allowance can be made for data heterogeneity, so that the joint density is equal to $f_1(x_1 \mid \theta) \cdot f_2(x_2 \mid \theta) \cdot \cdots \cdot f_n(x_n \mid \theta)$. Put another way, we are now assuming that each observation $x_i$ comes from a random variable that has its own distribution function $f_i$. In the more complicated case of time series models, the independence assumption may have to be dropped as well.

A maximum likelihood estimator coincides with the most probable Bayesian estimator given a uniform prior distribution on the parameters. Indeed, the maximum a posteriori estimate is the parameter $\theta$ that maximizes the probability of $\theta$ given the data, given by Bayes’ theorem:

$$P(\theta \mid x_1, x_2, \ldots, x_n) = \frac{f(x_1, x_2, \ldots, x_n \mid \theta) P(\theta)}{P(x_1, x_2, \ldots, x_n)}$$

where $P(\theta)$ is the prior distribution for the parameter $\theta$ and where $P(x_1, x_2, \ldots, x_n)$ is the probability of the data averaged over all parameters. Since the denominator is independent of $\theta$, the Bayesian estimator is obtained by maximizing $f(x_1, x_2, \ldots, x_n \mid \theta) P(\theta)$ with respect to $\theta$. If we further assume that the prior $P(\theta)$ is a uniform distribution, the Bayesian estimator is obtained by maximizing the likelihood function $f(x_1, x_2, \ldots, x_n \mid \theta)$. Thus the Bayesian estimator coincides with the maximum-likelihood estimator for a uniform prior distribution $P(\theta)$.

### 34.2 Properties

A maximum-likelihood estimator is an extremum estimator obtained by maximizing, as a function of $\theta$, the objective function (c.f., the loss function)

$$\hat{l}(\theta \mid x) = \frac{1}{n} \sum_{i=1}^{n} \ln f(x_i \mid \theta),$$

this being the sample analogue of the expected log-likelihood $\ell(\theta) = \text{E}[\ln f(x_1 \mid \theta)]$, where this expectation is taken with respect to the true density $f(\cdot \mid \theta_0)$.

Maximum-likelihood estimators have no optimum properties for finite samples, in the sense that (when evaluated on finite samples) other estimators may have greater concentration around the true parameter-value. However, like other estimation methods, maximum-likelihood estimation possesses a number of attractive limiting properties: As the sample size increases to infinity, sequences of maximum-likelihood estimators have these properties:

- **Consistency**: the sequence of MLEs converges in probability to the value being estimated.
- **Asymptotic normality**: as the sample size increases, the distribution of the MLE tends to the Gaussian distribution with mean $\theta$ and covariance matrix equal to the inverse of the Fisher information matrix.
- **Efficiency, i.e., it achieves the Cramér–Rao lower bound when the sample size tends to infinity. This means that no consistent estimator has lower asymptotic mean squared error than the MLE (or other estimators attaining this bound).**
- **Second-order efficiency after correction for bias.**

#### 34.2.1 Consistency

Under the conditions outlined below, the maximum likelihood estimator is consistent. The consistency means that having a sufficiently large number of observations $n$, it is possible to find the value of $\theta_0$ with arbitrary precision. In mathematical terms this means that as $n$ goes to infinity the estimator $\hat{\theta}$ converges in probability to its true value:

$$\hat{\theta}_{\text{mle}} \overset{p}{\to} \theta_0.$$ 

Under slightly stronger conditions, the estimator converges almost surely (or strongly) to:

$$\hat{\theta}_{\text{mle}} \overset{a.s.}{\to} \theta_0.$$
To establish consistency, the following conditions are sufficient:

1. **Identification** of the model:
   \[ \theta \neq \theta_0 \iff f(\cdot | \theta) \neq f(\cdot | \theta_0). \]

   In other words, different parameter values \( \theta \) correspond to different distributions within the model. If this condition did not hold, there would be some value \( \theta_1 \) such that \( \theta_0 \) and \( \theta_1 \) generate an identical distribution of the observable data. Then we wouldn’t be able to distinguish between these two parameters even with an infinite amount of data — these parameters would have been observationally equivalent.

   The identification condition is absolutely necessary for the ML estimator to be consistent. When this condition holds, the limiting likelihood function \( \ell(\theta_0) \) has unique global maximum at \( \theta_0 \).

2. **Compactness**: the parameter space \( \Theta \) of the model is compact. The identification condition establishes that the log-likelihood has a unique global maximum. Compactness implies that the likelihood cannot approach the maximum value arbitrarily close at some other point (as demonstrated for example in the picture on the right).

   Compactness is only a sufficient condition and not a necessary condition. Compactness can be replaced by some other conditions, such as:
   
   - both concavity of the log-likelihood function and compactness of some (nonempty) upper level sets of the log-likelihood function, or
   - existence of a compact neighborhood \( N \) of \( \theta_0 \) such that outside of \( N \) the log-likelihood function is less than the maximum by at least some \( \epsilon > 0 \).

3. **Continuity**: the function \( \ln f(x|\theta) \) is continuous in \( \theta \) for almost all values of \( x \):
   \[ \Pr[ \ln f(x|\theta) \in C^0(\Theta) ] = 1. \]

   The continuity here can be replaced with a slightly weaker condition of upper semi-continuity.

4. **Dominance**: there exists \( D(x) \) integrable with respect to the distribution \( f(x|\theta_0) \) such that
   \[ |\ln f(x|\theta)| < D(x) \quad \text{all for } \theta \in \Theta. \]

   By the uniform law of large numbers, the dominance condition together with continuity establish the uniform convergence in probability of the log-likelihood:
   \[ \sup_{\theta \in \Theta} |\hat{\ell}(\theta|x) - \ell(\theta)| \overset{L^p}{\to} 0. \]

   The dominance condition can be employed in the case of i.i.d. observations. In the non-i.i.d. case the uniform convergence in probability can be checked by showing that the sequence \( \hat{\ell}(\theta|x) \) is stochastically equicontinuous.

   If one wants to demonstrate that the ML estimator \( \hat{\theta} \) converges to \( \theta_0 \) almost surely, then a stronger condition of uniform convergence almost surely has to be imposed:
   \[ \sup_{\theta \in \Theta} \|\hat{\ell}(x|\theta) - \ell(\theta)\| \overset{a.s.}{\to} 0. \]

34.2.2 Asymptotic normality

Maximum-likelihood estimators can lack asymptotic normality and can be inconsistent if there is a failure of one (or more) of the below regularity conditions:

**Estimate on boundary.** Sometimes the maximum likelihood estimate lies on the boundary of the set of possible parameters, or (if the boundary is not, strictly speaking, allowed) the likelihood gets larger and larger as the parameter approaches the boundary. Standard asymptotic theory needs the assumption that the true parameter value lies away from the boundary. If we have enough data, the maximum likelihood estimate will keep away from the boundary too. But with smaller samples, the estimate can lie on the boundary. In such cases, the asymptotic theory clearly does not give a practically useful approximation. Examples here would be variance-component models, where each component of variance, \( \sigma^2 \), must satisfy the constraint \( \sigma^2 \geq 0 \).

**Data boundary parameter-dependent.** For the theory to apply in a simple way, the set of data values which has positive probability (or positive probability density) should not depend on the unknown parameter. A simple example where such parameter-dependence does hold is the case of estimating \( \theta \) from a set of independent identically distributed when the common distribution is uniform on the range \( (0,0) \). For estimation purposes the relevant range of \( \theta \) is such that \( \theta \) cannot be less than the largest observation. Because the interval \( (0,0) \) is not compact, there exists no maximum for the likelihood function: For any estimate of \( \theta \), there exists a greater
estimate that also has greater likelihood. In contrast, the interval [0,0] includes the end-point θ and is compact, in which case the maximum-likelihood estimator exists. However, in this case, the maximum-likelihood estimator is biased. Asymptotically, this maximum-likelihood estimator is not normally distributed.\[1\]

**Nuisance parameters.** For maximum likelihood estimations, a model may have a number of nuisance parameters. For the asymptotic behaviour outlined to hold, the number of nuisance parameters should not increase with the number of observations (the sample size). A well-known example of this case is where observations occur as pairs, where the observations in each pair have a different (unknown) mean but otherwise the observations are independent and normally distributed with a common variance. Here for 2N observations, there are N + 1 parameters. It is well known that the maximum likelihood estimate for the variance does not converge to the true value of the variance.

**Increasing information.** For the asymptotics to hold in cases where the assumption of independent identically distributed observations does not hold, a basic requirement is that the amount of information in the data increases indefinitely as the sample size increases. Such a requirement may not be met if either there is too much dependence in the data (for example, if new observations are essentially identical to existing observations), or if new independent observations are subject to an increasing observation error.

Some regularity conditions which ensure this behavior are:

1. The first and second derivatives of the log-likelihood function must be defined.
2. The Fisher information matrix must not be zero, and must be continuous as a function of the parameter.
3. The maximum likelihood estimator is consistent.

Suppose that conditions for consistency of maximum likelihood estimator are satisfied, and\[4\]

\[
\sqrt{n}(\hat{\theta}_{\text{MLE}} - \theta_0) \overset{d}{\to} N(0, I^{-1}).
\]

**Proof.** skipping the technicalities:

Since the log-likelihood function is differentiable, and \(\theta_0\) lies in the interior of the parameter set, in the maximum the first-order condition will be satisfied:

\[
\nabla_\theta \ell(x \mid \theta) = \frac{1}{n} \sum_{i=1}^{n} \nabla_\theta \ln f(x_i \mid \hat{\theta}) = 0.
\]

When the log-likelihood is twice differentiable, this expression can be expanded into a Taylor series around the point \(\theta = \theta_0\):

\[
0 = \frac{1}{n} \sum_{i=1}^{n} \nabla_\theta \ln f(x_i \mid \theta_0) + \left( \frac{1}{n} \sum_{i=1}^{n} \nabla_{\theta \theta} \ln f(x_i \mid \hat{\theta}) \right) (\theta - \theta_0),
\]

where \(\hat{\theta}\) is some point intermediate between \(\theta_0\) and \(\hat{\theta}\). From this expression we can derive that

\[
\sqrt{n}(\hat{\theta} - \theta_0) = \left[ -\frac{1}{n} \sum_{i=1}^{n} \nabla_{\theta \theta} \ln f(x_i \mid \hat{\theta}) \right]^{-1} \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \nabla_\theta \ln f(x_i \mid \theta_0)
\]

Here the expression in square brackets converges in probability to \(H = E[-\nabla \theta \theta \ln f(x \mid \theta_0)]\) by the law of large numbers. The continuous mapping theorem ensures that the inverse of this expression also converges in probability, to \(H^{-1}\). The second sum, by the central limit theorem, converges in distribution to a multivariate normal with mean zero and variance matrix equal to the Fisher information \(I\). Thus, applying Slutsky’s theorem to the whole expression, we obtain that

\[
\sqrt{n}(\hat{\theta} - \theta_0) \overset{d}{\to} N(0, H^{-1} I H^{-1}).
\]

Finally, the information equality guarantees that when the model is correctly specified, matrix \(H\) will be equal to the Fisher information \(I\), so that the variance expression simplifies to just \(I^{-1}\).

### 34.2.3 Functional invariance

The maximum likelihood estimator selects the parameter value which gives the observed data the largest possible probability (or probability density, in the continuous case). If the parameter consists of a number of components, then we define their separate maximum likelihood estimators, as the corresponding component of the MLE of the complete parameter. Consistent with this, if \(\tilde{\theta}\) is the MLE for \(\theta\), and if \(g(\theta)\) is any transformation of \(\theta\), then the MLE for \(\alpha = g(\theta)\) is by definition
\[ \hat{\alpha} = g(\hat{\theta}). \]

It maximizes the so-called profile likelihood:

\[ \hat{\beta} = \frac{\partial}{\partial \theta} \log L(\theta). \]

The MLE is also invariant with respect to certain transformations of the data. If \( Y = g(X) \) where \( g \) is one to one and does not depend on the parameters to be estimated, then the density functions satisfy

\[ f_Y(y) = f_X(x)/|g'(x)| \]

and hence the likelihood functions for \( X \) and \( Y \) differ only by a factor that does not depend on the model parameters.

For example, the MLE parameters of the log-normal distribution are the same as those of the normal distribution (componentwise), hence the likelihood functions for the two distributions are the same. This bias is equal to \( \frac{1}{n} \). The expected value of \( \hat{n} \), is \( (n+1)/2 \). As a result, with a sample size of 1, the maximum likelihood estimator for \( n \) will systematically underestimate \( n \) by \( (n - 1)/2 \).

34.2.4 Higher-order properties

The standard asymptotics tells that the maximum-likelihood estimator is \( \sqrt{n} \)-consistent and asymptotically efficient, meaning that it reaches the Cramér–Rao bound:

\[ \sqrt{n}(\hat{\theta}_{\text{MLE}} - \theta_0) \xrightarrow{d} \mathcal{N}(0, I^{-1}), \]

where \( I \) is the Fisher information matrix:

\[ I_{jk} = \mathbb{E}_X \left[ -\frac{\partial^2}{\partial \theta_j \partial \theta_k} \log f_0(x) \right]. \]

In particular, it means that the bias of the maximum-likelihood estimator is equal to zero up to the order \( n^{-1/2} \). However when we consider the higher-order terms in the expansion of the distribution of this estimator, it turns out that \( \hat{\theta}_{\text{MLE}} \) has bias of order \( n^{-1} \). This bias is equal to (componentwise)\(^5\)

\[ b_n \equiv \mathbb{E}[(\hat{\theta}_{\text{MLE}} - \theta_0)_{\text{s}}] = \frac{1}{n} \cdot I^{jk}J^k \left( \frac{1}{2} K_{ij,k} + J_{ij,k} \right) \]

where Einstein’s summation convention over the repeating indices has been adopted; \( I^k \) denotes the \( j,k \)-th component of the inverse Fisher information matrix \( I^{-1} \), and

\[ \frac{1}{2} K_{ij,k} + J_{ij,k} = \mathbb{E} \left[ \frac{1}{2} \frac{\partial^3}{\partial \theta_i \partial \theta_j \partial \theta_k} \log f_0(x) \right] \]

Using these formulas it is possible to estimate the second-order bias of the maximum likelihood estimator, and correct for that bias by subtracting it:

\[ \hat{\theta}_{\text{MLE}} - \hat{\theta}_{\text{MLE}} = \hat{\theta}_{\text{MLE}} - \hat{\theta}_{\text{MLE}}. \]

This estimator is unbiased up to the terms of order \( n^{-1} \), and is called the **bias-corrected maximum likelihood estimator**.

This bias-corrected estimator is **second-order efficient** (at least within the curved exponential family), meaning that it has minimal mean squared error among all second-order bias-corrected estimators, up to the terms of the order \( n^{-2} \). It is possible to continue this process, that is to derive the third-order bias-correction term, and so on. However as was shown by Kano (1996), the maximum-likelihood estimator is not third-order efficient.

34.3 Examples

34.3.1 Discrete uniform distribution

Main article: German tank problem

Consider a case where \( n \) tickets numbered from 1 to \( n \) are placed in a box and one is selected at random (see uniform distribution); thus, the sample size is 1. If \( n \) is unknown, then the maximum-likelihood estimator \( \hat{n} \) of \( n \) is the number \( m \) on the drawn ticket. (The likelihood is 0 for \( n < m \), \( 1/n \) for \( n \leq m \), and this is greatest when \( n = m \). Note that the maximum likelihood estimate of \( n \) occurs at the lower extreme of possible values \( \{m, m + 1, \ldots\} \), rather than somewhere in the “middle” of the range of possible values, which would result in less bias.) The expected value of the number \( m \) on the drawn ticket, and therefore the expected value of \( \hat{n} \), is \( (n+1)/2 \). As a result, with a sample size of 1, the maximum likelihood estimator for \( n \) will systematically underestimate \( n \) by \( (n - 1)/2 \).

34.3.2 Discrete distribution, finite parameter space

Suppose one wishes to determine just how biased an unfair coin is. Call the probability of tossing a HEAD \( p \). The goal then becomes to determine \( p \).

Suppose the coin is tossed 80 times: i.e., the sample might be something like \( x_1 = H, x_2 = T, \ldots, x_{80} = T \), and the count of the number of HEADS “\( H \)” is observed. The probability of tossing TAILS is \( 1 - p \) (so here \( p \) is \( \theta \) above). Suppose the outcome is 49 HEADS and 31 TAILS, and suppose the coin was taken from a box containing three coins: one which gives HEADS with probability \( p = 1/3 \), one which gives HEADS with probability \( p = 1/2 \) and another which gives HEADS with probability \( p = 2/3 \). The coins have lost their labels, so which one it was is unknown. Using the **maximum likelihood**
estimation the coin that has the largest likelihood can be found, given the data that were observed. By using the probability mass function of the binomial distribution with sample size equal to 80, number successes equal to 49 but different values of \( p \) (the “probability of success”), the likelihood function (defined below) takes one of three values:

\[
\Pr(H = 49 \mid p = 1/3) = \left( \frac{80}{49} \right)^{1/3} (1 - 1/3)^{31} \approx 0.0000, \\
\Pr(H = 49 \mid p = 1/2) = \left( \frac{80}{49} \right)^{1/2} (1 - 1/2)^{31} \approx 0.012, \\
\Pr(H = 49 \mid p = 2/3) = \left( \frac{80}{49} \right)^{2/3} (1 - 2/3)^{31} \approx 0.0000.
\]

The likelihood is maximized when \( p = 2/3 \), and so this is the maximum likelihood estimate for \( p \).

34.3.3 Discrete distribution, continuous parameter space

Now suppose that there was only one coin but its \( p \) could have been any value \( 0 \leq p \leq 1 \). The likelihood function to be maximised is

\[
L(p) = f_D(H = 49 \mid p) = \left( \frac{80}{49} \right)^p (1 - p)^{31},
\]

and the maximisation is over all possible values \( 0 \leq p \leq 1 \).

One way to maximize this function is by differentiating with respect to \( p \) and setting to zero:

\[
0 = \frac{\partial}{\partial p} \left( \left( \frac{80}{49} \right)^p (1 - p)^{31} \right)
\]

\[
\propto 49p^{48}(1 - p)^{31} - 31p^{49}(1 - p)^{30}
\]

\[
= p^{48}(1 - p)^{30} [49(1 - p) - 31p]
\]

\[
= p^{48}(1 - p)^{30} [49 - 80p]
\]

which has solutions \( p = 0, p = 1 \), and \( p = 49/80 \). The solution which maximizes the likelihood is clearly \( p = 49/80 \) (since \( p = 0 \) and \( p = 1 \) result in a likelihood of zero). Thus the maximum likelihood estimator for \( p \) is 49/80.

This result is easily generalized by substituting a letter such as \( t \) in the place of 49 to represent the observed number of ‘successes’ of our Bernoulli trials, and a letter such as \( n \) in the place of 80 to represent the number of Bernoulli trials. Exactly the same calculation yields the maximum likelihood estimator \( t/n \) for any sequence of \( n \) Bernoulli trials resulting in \( t \) ‘successes’.

34.3.4 Continuous distribution, continuous parameter space

For the normal distribution \( \mathcal{N}(\mu, \sigma^2) \) which has probability density function

\[
f(x \mid \mu, \sigma^2) = \frac{1}{\sqrt{2\pi\sigma}} \exp \left(-\frac{(x - \mu)^2}{2\sigma^2} \right),
\]

the corresponding probability density function for a sample of \( n \) independent identically distributed normal random variables (the likelihood) is

\[
f(x_1, \ldots, x_n \mid \mu, \sigma^2) = \prod_{i=1}^n f(x_i \mid \mu, \sigma^2) = \left( \frac{1}{2\pi\sigma^2} \right)^{n/2} \exp \left(-\frac{\sum_{i=1}^n (x_i - \bar{x})^2}{2\sigma^2} \right),
\]

or more conveniently:

\[
f(x_1, \ldots, x_n \mid \mu, \sigma^2) = \left( \frac{1}{2\pi\sigma^2} \right)^{n/2} \exp \left(-\frac{\sum_{i=1}^n (x_i - \bar{x})^2}{2\sigma^2} + n(\bar{x} - \mu)^2 \right)
\]

where \( \bar{x} \) is the sample mean.

This family of distributions has two parameters: \( \theta = (\mu, \sigma) \), so we maximize the likelihood, \( L(\mu, \sigma) = f(x_1, \ldots, x_n \mid \mu, \sigma) \), over both parameters simultaneously, or if possible, individually.

Since the logarithm is a continuous strictly increasing function over the range of the likelihood, the values which maximize the likelihood will also maximize its logarithm. This log likelihood can be written as follows:
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\[
\log(\mathcal{L}(\mu, \sigma)) = (-n/2) \log(2\pi\sigma^2) - \frac{1}{2\sigma^2} \sum_{i=1}^{n} (x_i - \mu)^2
\]

(Note: the log-likelihood is closely related to information entropy and Fisher information.)

We now compute the derivatives of this log likelihood as follows.

\[
0 = \frac{\partial}{\partial \mu} \log(\mathcal{L}(\mu, \sigma)) = 0 - \frac{-2n(\bar{x} - \mu)}{2\sigma^2}.
\]

This is solved by

\[
\hat{\mu} = \bar{x} = \frac{\sum_{i=1}^{n} x_i}{n}.
\]

This is indeed the maximum of the function since it is the only turning point in \(\mu\) and the second derivative is strictly less than zero. Its expectation value is equal to the parameter \(\mu\) of the given distribution.

\[
E[\hat{\mu}] = \mu,
\]

which means that the maximum-likelihood estimator \(\hat{\mu}\) is unbiased.

Similarly we differentiate the log likelihood with respect to \(\sigma\) and equate to zero:

\[
0 = \frac{\partial}{\partial \sigma} \log \left( \frac{1}{2\pi\sigma^2} \right)^{n/2} \exp \left( -\frac{\sum_{i=1}^{n} (x_i - \bar{x})^2 + n(\bar{x} - \mu)^2}{2\sigma^2} \right)
= \frac{\partial}{\partial \sigma} \left( \frac{n}{2} \log \frac{1}{2\pi\sigma^2} - \frac{\sum_{i=1}^{n} (x_i - \bar{x})^2 + n(\bar{x} - \mu)^2}{2\sigma^2} \right)
= -\frac{n}{\sigma} + \frac{\sum_{i=1}^{n} (x_i - \bar{x})^2 + n(\bar{x} - \mu)^2}{\sigma^3}
\]

which is solved by

\[
\hat{\sigma}^2 = \frac{1}{n} \sum_{i=1}^{n} (x_i - \mu)^2.
\]

Inserting the estimate \(\mu = \hat{\mu}\) we obtain

\[
\hat{\sigma}^2 = \frac{1}{n} \sum_{i=1}^{n} (x_i - \bar{x})^2 = \frac{1}{n} \sum_{i=1}^{n} x_i^2 - \frac{1}{n^2} \sum_{i=1}^{n} \sum_{j=1}^{n} x_i x_j.
\]

To calculate its expected value, it is convenient to rewrite the expression in terms of zero-mean random variables (statistical error) \(\delta_i = \mu - x_i\). Expressing the estimate in these variables yields

\[
\hat{\sigma}^2 = \frac{1}{n} \sum_{i=1}^{n} (\mu - \delta_i)^2 - \frac{1}{n^2} \sum_{i=1}^{n} \sum_{j=1}^{n} (\mu - \delta_i)(\mu - \delta_j).
\]

Simplifying the expression above, utilizing the facts that \(E[\delta_i] = 0\) and \(E[\delta_i^2] = \sigma^2\), allows us to obtain

\[
E[\hat{\sigma}^2] = \frac{n - 1}{n} \sigma^2.
\]

This means that the estimator \(\hat{\sigma}\) is biased. However, \(\hat{\sigma}\) is consistent.

Formally we say that the maximum likelihood estimator for \(\theta = (\mu, \sigma^2)\) is:

\[
\hat{\theta} = (\hat{\mu}, \hat{\sigma}^2).
\]

In this case the MLEs could be obtained individually. In general this may not be the case, and the MLEs would have to be obtained simultaneously.

The normal log likelihood at its maximum takes a particularly simple form:

\[
\log(\mathcal{L}(\hat{\mu}, \hat{\sigma})) = -\frac{n}{2} (\log(2\pi\hat{\sigma}^2) + 1)
\]

This maximum log likelihood can be shown to be the same for more general least squares, even for nonlinear least squares. This is often used in determining likelihood-based approximate confidence intervals and confidence regions, which are generally more accurate than those using the asymptotic normality discussed above.

### 34.4 Non-independent variables

It may be the case that variables are correlated, that is, not independent. Two random variables \(X\) and \(Y\) are independent only if their joint probability density function is the product of the individual probability density functions, i.e.

\[
f(x, y) = f(x)f(y)
\]

Suppose one constructs an order-\(n\) Gaussian vector out of random variables \((x_1, \ldots, x_n)\), where each variable has means given by \((\mu_1, \ldots, \mu_n)\). Furthermore, let the covariance matrix be denoted by \(\Sigma\).

The joint probability density function of these \(n\) random variables is then given by:
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\[ f(x_1, \ldots, x_n) = \frac{1}{(2\pi)^{n/2} \sqrt{\det(\Sigma)}} \exp\left(-\frac{1}{2} [x_1 - \mu_1, \ldots, x_n - \mu_n]^T \Sigma^{-1} [x_1 - \mu_1, \ldots, x_n - \mu_n]^T\right) \]

In the two variable case, the joint probability density function is given by:

\[ f(x, y) = \frac{1}{2\pi \sigma_x \sigma_y \sqrt{1 - \rho^2}} \exp\left[-\frac{1}{2(1 - \rho^2)} \left(\frac{(x - \mu_x)^2}{\sigma_x^2} - \frac{2\rho(x - \mu_x)(y - \mu_y)}{\sigma_x \sigma_y} + \frac{(y - \mu_y)^2}{\sigma_y^2}\right)\right] \]

In this and other cases where a joint density function exists, the likelihood function is defined as above, in the section Principles, using this density.

34.5 Iterative procedures

Consider problems where both states \( x_i \) and parameters such as \( \sigma^2 \) require to be estimated. Iterative procedures such as Expectation-maximization algorithms may be used to solve joint state-parameter estimation problems.

For example, suppose that \( n \) samples of state estimates \( \hat{x}_i \) together with a sample mean \( \bar{x} \) have been calculated by either a minimum-variance Kalman filter or a minimum-variance smoother using a previous variance estimate \( \hat{\sigma}^2 \). Then the next variance iterate may be obtained from the maximum likelihood estimate calculation

\[ \hat{\sigma}^2 = \frac{1}{n} \sum_{i=1}^n (\hat{x}_i - \bar{x})^2. \]

The convergence of MLEs within filtering and smoothing EM algorithms are studied in \[6\] \[7\] \[8\].

34.6 Applications

Maximum likelihood estimation is used for a wide range of statistical models, including:

- linear models and generalized linear models;
- exploratory and confirmatory factor analysis;
- structural equation modeling;
- many situations in the context of hypothesis testing and confidence interval \( \backslash \)
- discrete choice models;

These uses arise across applications in widespread set of fields, including:

- communication systems;
- psychometrics;
- econometrics;
- time-delay of arrival (TDOA) in acoustic or electromagnetic detection;
- data modeling in nuclear and particle physics;
- magnetic resonance imaging;
- computational phylogenetics;
- origin/destination and path-choice modeling in transport networks;
- geographical satellite-image classification.
- power system state estimation

34.7 History

Maximum-likelihood estimation was recommended, analyzed (with flawed attempts at proofs) and vastly popularized by R. A. Fisher between 1912 and 1922 \[11\] (although it had been used earlier by Gauss, Laplace, T. N. Thiele, and F. Y. Edgeworth) \[12\]. Reviews of the development of maximum likelihood have been provided by a number of authors. \[13\]

Much of the theory of maximum-likelihood estimation was first developed for Bayesian statistics, and then simplified by later authors. \[11\]

34.8 See also

- Other estimation methods

- Generalized method of moments are methods related to the likelihood equation in maximum likelihood estimation.
- M-estimator, an approach used in robust statistics.
- Maximum a posteriori (MAP) estimator, for a contrast in the way to calculate estimators when prior knowledge is postulated.
- Maximum spacing estimation, a related method that is more robust in many situations.
- Method of moments (statistics), another popular method for finding parameters of distributions.
- Method of support, a variation of the maximum-likelihood technique.
- Minimum distance estimation
• Quasi-maximum likelihood estimator, an MLE estimator that is misspecified, but still consistent.
• Restricted maximum likelihood, a variation using a likelihood function calculated from a transformed set of data.

**Related concepts:**
• The BHHH algorithm is a non-linear optimization algorithm that is popular for Maximum Likelihood estimations.
• Extremum estimator, a more general class of estimators to which MLE belongs.
• Fisher information, information matrix, its relationship to covariance matrix of ML estimates
• Likelihood function, a description on what likelihood functions are.
• Mean squared error, a measure of how 'good' an estimator of a distributional parameter is (be it the maximum likelihood estimator or some other estimator).
• The Rao–Blackwell theorem, a result which yields a process for finding the best possible unbiased estimator (in the sense of having minimal mean squared error). The MLE is often a good starting place for the process.
• Sufficient statistic, a function of the data through which the MLE (if it exists and is unique) will depend on the data.

### 34.10 Further reading

- Andersen, Erling B. (1980); *Discrete Statistical Models with Social Science Applications*, North Holland, 1980
- Edgeworth, Francis Y. (Sep 1908) and Edgeworth (December 1908)
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Chapter 35

Linear classifier

In the field of machine learning, the goal of statistical classification is to use an object’s characteristics to identify which class (or group) it belongs to. A linear classifier achieves this by making a classification decision based on the value of a linear combination of the characteristics. An object’s characteristics are also known as feature values and are typically presented to the machine in a vector called a feature vector. Such classifiers work well for practical problems such as document classification, and more generally for problems with many variables (features), reaching accuracy levels comparable to non-linear classifiers while taking less time to train and use.\(^{(1)}\)

35.1 Definition

If the input feature vector to the classifier is a real vector \(\vec{x}\), then the output score is

\[
y = f(\vec{w} \cdot \vec{x}) = f \left( \sum_j w_j x_j \right),
\]

where \(\vec{w}\) is a real vector of weights and \(f\) is a function that converts the dot product of the two vectors into the desired output. (In other words, \(\vec{w}\) is a one-form or linear functional mapping \(\vec{x}\) onto \(\mathbb{R}\).) The weight vector \(\vec{w}\) is learned from a set of labeled training samples. Often \(f\) is a simple function that maps all values above a certain threshold to the first class and all other values to the second class. A more complex \(f\) might give the probability that an item belongs to a certain class.

For a two-class classification problem, one can visualize the operation of a linear classifier as splitting a high-dimensional input space with a hyperplane: all points on one side of the hyperplane are classified as “yes”, while the others are classified as “no”.

A linear classifier is often used in situations where the speed of classification is an issue, since it is often the fastest classifier, especially when \(\vec{x}\) is sparse. Also, linear classifiers often work very well when the number of dimensions in \(\vec{x}\) is large, as in document classification, where each element in \(\vec{x}\) is typically the number of occurrences of a word in a document (see document-term matrix). In such cases, the classifier should be well-regularized.

35.2 Generative models vs. discriminative models

There are two broad classes of methods for determining the parameters of a linear classifier \(\vec{w}\).\(^{(2)}\)\(^{(3)}\) Methods of the first class model conditional density functions \(P(\vec{x}|\text{class})\). Examples of such algorithms include:

- Linear Discriminant Analysis (or Fisher’s linear discriminant) (LDA)—assumes Gaussian conditional density models
- Naïve Bayes classifier with multinomial or multivariate Bernoulli event models
The second set of methods includes discriminative models, which attempt to maximize the quality of the output on a training set. Additional terms in the training cost function can easily perform regularization of the final model. Examples of discriminative training of linear classifiers include

- **Logistic regression**—maximum likelihood estimation of \( \mathbf{w} \) assuming that the observed training set was generated by a binomial model that depends on the output of the classifier.
- **Perceptron**—an algorithm that attempts to fix all errors encountered in the training set
- **Support vector machine**—an algorithm that maximizes the margin between the decision hyperplane and the examples in the training set.

**Note:** Despite its name, LDA does not belong to the class of discriminative models in this taxonomy. However, its name makes sense when we compare LDA to the other main linear dimensionality reduction algorithm: principal components analysis (PCA). LDA is a supervised learning algorithm that utilizes the labels of the data, while PCA is an unsupervised learning algorithm that ignores the labels. To summarize, the name is a historical artifact.[4]

Discriminative training often yields higher accuracy than modeling the conditional density functions. However, handling missing data is often easier with conditional density models.

All of the linear classifier algorithms listed above can be converted into non-linear algorithms operating on a different input space \( \varphi(\mathbf{x}) \), using the kernel trick.

### 35.2.1 Discriminative training

Discriminative training of linear classifiers usually proceeds in a supervised way, by means of an optimization algorithm that is given a training set with desired outputs and a loss function that measures the discrepancy between the classifier’s outputs and the desired outputs. Thus, the learning algorithm solves an optimization problem of the form[1]

\[
\arg \min_{\mathbf{w}} R(\mathbf{w}) + C \sum_{i=1}^{N} L(y_i, \mathbf{w}^T \mathbf{x}_i)
\]

where

- \( \mathbf{w} \) are the classifier’s parameters,
- \( L(y_i, \mathbf{w}^T \mathbf{x}_i) \) is the loss of the prediction given the desired output \( y_i \) for the \( i \)'th training example,
- \( R(\mathbf{w}) \) is a regularization term that prevents the parameters from getting too large (causing overfitting), and
- \( C \) is some constant (set by the user of the learning algorithm) that weighs the regularization against the loss.

Popular loss functions include the hinge loss (for linear SVMs) and the log loss (for linear logistic regression). If the regularization function \( R \) is convex, then the above is a convex problem.[1] Many algorithms exist for solving such problems; popular ones for linear classification include (stochastic) gradient descent, L-BFGS, coordinate descent and Newton methods.

### 35.3 See also

- Linear regression
- Winnow (algorithm)
- Quadratic classifier
- Support vector machines

### 35.4 Notes

[1] Guo-Xun Yuan; Chia-Hua Ho; Chih-Jen Lin (2012). “Recent Advances of Large-Scale Linear Classification”. Proc. IEEE 100 (9).
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Chapter 36

Logistic regression

In statistics, logistic regression, or logit regression, or logit model is a direct probability model that was developed by statistician D. R. Cox in 1958, although much work was done in the single independent variable case almost two decades earlier. The binary logistic model is used to predict a binary response based on one or more predictor variables (features). That is, it is used in estimating the parameters of a qualitative response model. The probabilities describing the possible outcomes of a single trial are modeled, as a function of the explanatory (predictor) variables, using a logistic function. Frequently (and hereafter in this article) “logistic regression” is used to refer specifically to the problem in which the dependent variable is binary—that is, the number of available categories is two—while problems with more than two categories are referred to as multinomial logistic regression, or, if the multiple categories are ordered, as ordinal logistic regression.

Logistic regression measures the relationship between the categorical dependent variable and one or more independent variables, which are usually (but not necessarily) continuous, by estimating probabilities. Thus, it treats the same set of problems as does probit regression using similar techniques; the first assumes a logistic function and the second a standard normal distribution function.

Logistic regression can be seen as a special case of generalized linear model and thus analogous to linear regression. The model of logistic regression, however, is based on quite different assumptions (about the relationship between dependent and independent variables) from those of linear regression. In particular the key differences of these two models can be seen in the following two features of logistic regression. First, the conditional distribution \( p(y \mid x) \) is a Bernoulli distribution rather than a Gaussian distribution, because the dependent variable is binary. Second, the estimated probabilities are restricted to [0,1] through the logistic distribution function because logistic regression predicts the probability of the instance being positive.

Logistic regression is an alternative to Fisher's 1936 classification method, linear discriminant analysis. If the assumptions of linear discriminant analysis hold, application of Bayes’ rule to reverse the conditioning results in the logistic model, so if linear discriminant assumptions are true, logistic regression assumptions must hold. The converse is not true, so the logistic model has fewer assumptions than discriminant analysis and makes no assumption on the distribution of the independent variables.

36.1 Fields and example applications

Logistic regression is used widely in many fields, including the medical and social sciences. For example, the Trauma and Injury Severity Score (TRISS), which is widely used to predict mortality in injured patients, was originally developed by Boyd et al. using logistic regression. Many other medical scales used to assess severity of a patient have been developed using logistic regression. Logistic regression may be used to predict whether a patient has a given disease (e.g. diabetes; coronary heart disease), based on observed characteristics of the patient (age, sex, body mass index, results of various blood tests, etc.; age, blood cholesterol level, systolic blood pressure, relative weight, blood hemoglobin level, smoking (at 3 levels), and abnormal electrocardiogram). Logistic regression can also be used in engineering, especially for predicting the probability of failure of a given process, system or product. It is also used in marketing applications such as prediction of a customer's propensity to purchase a product or halt a subscription, etc. In economics it can be used to predict the likelihood of a person's choosing to be in the labor force, and a business application would be to predict the likelihood of a homeowner defaulting on a mortgage. Conditional random fields, an extension of logistic regression to sequential data, are used in natural language processing.
36.2 Basics

Logistic regression can be binomial or multinomial. Binomial or binary logistic regression deals with situations in which the observed outcome for a dependent variable can have only two possible types (for example, “dead” vs. “alive” or “win” vs. “loss”). Multinomial logistic regression deals with situations where the outcome can have three or more possible types (e.g., “disease A” vs. “disease B” vs. “disease C”). In binary logistic regression, the outcome is usually coded as “0” or “1”, as this leads to the most straightforward interpretation. If a particular observed outcome for the dependent variable is the noteworthy possible outcome (referred to as a “success” or a “case”) it is usually coded as “1” and the contrary outcome (referred to as a “failure” or a “noncase”) as “0”.

Logistic regression is used to predict the odds of being a case based on the values of the independent variables (predictors). The odds are defined as the probability that a particular outcome is a case divided by the probability that it is a noncase.

Like other forms of regression analysis, logistic regression makes use of one or more predictor variables that may be either continuous or categorical data. Unlike ordinary linear regression, however, logistic regression is used for predicting binary outcomes of the dependent variable (treating the dependent variable as the outcome of a Bernoulli trial) rather than a continuous outcome. Given this difference, it is necessary that logistic regression take the natural logarithm of the odds of the dependent variable being a case (referred to as the logit or log-odds) to create a continuous criterion as a transformed version of the dependent variable. Thus the logit transformation is referred to as the link function in logistic regression—although the dependent variable in logistic regression is binomial, the logit is the continuous criterion upon which linear regression is conducted.

The logit of success is then fitted to the predictors using linear regression analysis. The predicted value of the logit is converted back into predicted odds via the inverse of the natural logarithm, namely the exponential function.

36.3 Logistic function, odds, odds ratio, and logit

36.3.1 Definition of the logistic function

An explanation of logistic regression begins with an explanation of the logistic function. The logistic function is useful because it can take an input with any value from negative to positive infinity, whereas the output always takes values between zero and one and hence is interpretable as a probability. The logistic function $\sigma(t)$ is defined as follows:

$$\sigma(t) = \frac{e^t}{1 + e^t}.$$

A graph of the logistic function is shown in Figure 1.

If $t$ is viewed as a linear function of an explanatory variable $x$ (or of a linear combination of explanatory variables), then we express $t$ as follows:

$$t = \beta_0 + \beta_1 x$$

And the logistic function can now be written as:

$$F(x) = \frac{1}{1 + e^{-(\beta_0 + \beta_1 x)}}$$

Note that $F(x)$ is interpreted as the probability of the dependent variable equaling a “success” or “case” rather than a failure or non-case. It’s clear that the response variables $Y_i$ are not identically distributed: $P(Y_i = 1 | X)$ differs from one data point $X_i$ to another, though they are independent given design matrix $X$ and shared with parameters $\beta$.1
36.3.2 Definition of the inverse of the logistic function

We can now define the inverse of the logistic function, \( g \), the logit (log odds):

\[
g(F(x)) = \ln \frac{F(x)}{1 - F(x)} = \beta_0 + \beta_1 x,
\]

and equivalently:

\[
\frac{F(x)}{1 - F(x)} = e^{\beta_0 + \beta_1 x}.
\]

36.3.3 Interpretation of these terms

In the above equations, the terms are as follows:

- \( g(\cdot) \) refers to the logit function. The equation for \( g(F(x)) \) illustrates that the logit (i.e., log-odds or natural logarithm of the odds) is equivalent to the linear regression expression.
- \( \ln \) denotes the natural logarithm.
- \( F(x) \) is the probability that the dependent variable equals a case, given some linear combination \( x \) of the predictors. The formula for \( F(x) \) illustrates that the probability of the dependent variable equaling a case is equal to the value of the logistic function of the linear regression expression. This is important in that it shows that the value of the linear regression expression can vary from negative to positive infinity and yet, after transformation, the resulting expression for the probability \( F(x) \) ranges between 0 and 1.
- \( \beta_0 \) is the intercept from the linear regression equation (the value of the criterion when the predictor is equal to zero).
- \( \beta_1 x \) is the regression coefficient multiplied by some value of the predictor.
- \( e \) denotes the exponential function.

36.3.4 Definition of the odds

The odds of the dependent variable equaling a case (given some linear combination \( x \) of the predictors) is equivalent to the exponential function of the linear regression expression. This illustrates how the logit serves as a link function between the probability and the linear regression expression. Given that the logit ranges between negative and positive infinity, it provides an adequate criterion upon which to conduct linear regression and the logit is easily converted back into the odds.[14]

So we define odds of the dependent variable equaling a case (given some linear combination \( x \) of the predictors) as follows:

\[
\text{odds} = e^{\beta_0 + \beta_1 x}.
\]

36.3.5 Definition of the odds ratio

The odds ratio can be defined as:

\[
OR = \frac{\text{odds}(x+1)}{\text{odds}(x)} = \frac{e^{\beta_0 + \beta_1 (x+1)}}{e^{\beta_0 + \beta_1 x}} = e^{\beta_1}
\]

or for binary variable \( F(0) \) instead of \( F(x) \) and \( F(1) \) for \( F(x+1) \). This exponential relationship provides an interpretation for \( \beta_1 \): The odds multiply by \( e^{\beta_1} \) for every 1-unit increase in \( x \).[15]

36.3.6 Multiple explanatory variables

If there are multiple explanatory variables, the above expression \( \beta_0 + \beta_1 x \) can be revised to \( \beta_0 + \beta_1 x_1 + \beta_2 x_2 + \cdots + \beta_m x_m \). Then when this is used in the equation relating the logged odds of a success to the values of the predictors, the linear regression will be a multiple regression with \( m \) explanators; the parameters \( \beta_j \) for all \( j = 0, 1, 2, ..., m \) are all estimated.

36.4 Model fitting

36.4.1 Estimation

Because the model can be expressed as a generalized linear model (see below), for \( 0<p<1 \), ordinary least squares can suffice, with \( R\text{-squared} \) as the measure of goodness of fit in the fitting space. When \( p=0 \) or 1, more complex methods are required.

Maximum likelihood estimation

The regression coefficients are usually estimated using maximum likelihood estimation.[16] Unlike linear regression with normally distributed residuals, it is not possible to find a closed-form expression for the coefficient values that maximize the likelihood function, so that an iterative process must be used instead; for example Newton’s method. This process begins with a tentative solution, revises it slightly to see if it can be improved, and repeats this revision until improvement is minute, at which point the process is said to have converged.[17]

In some instances the model may not reach convergence. Nonconvergence of a model indicates that the coefficients...
are not meaningful because the iterative process was unable to find appropriate solutions. A failure to converge may occur for a number of reasons: having a large ratio of predictors to cases, multicollinearity, sparseness, or complete separation.

- Having a large ratio of variables to cases results in an overly conservative Wald statistic (discussed below) and can lead to nonconvergence.
- Multicollinearity refers to unacceptably high correlations between predictors. As multicollinearity increases, coefficients remain unbiased but standard errors increase and the likelihood of model convergence decreases.\(^{16}\) To detect multicollinearity amongst the predictors, one can conduct a linear regression analysis with the predictors of interest for the sole purpose of examining the tolerance statistic\(^{16}\) used to assess whether multicollinearity is unacceptably high.
- Sparseness in the data refers to having a large proportion of empty cells (cells with zero counts). Zero cell counts are particularly problematic with categorical predictors. With continuous predictors, the model can infer values for the zero cell counts, but this is not the case with categorical predictors. The model will not converge with zero cell counts for categorical predictors because the natural logarithm of zero is an undefined value, so that final solutions to the model cannot be reached. To remedy this problem, researchers may collapse categories in a theoretically meaningful way or add a constant to all cells.\(^{16}\)
- Another numerical problem that may lead to a lack of convergence is complete separation, which refers to the instance in which the predictors perfectly predict the criterion – all cases are accurately classified. In such instances, one should reexamine the data, as there is likely some kind of error.\(^{14}\)

As a general rule of thumb, logistic regression models require a minimum of about 10 events per explaining variable (where \textit{event} denotes the cases belonging to the less frequent category in the dependent variable).\(^{18}\)

**Minimum chi-squared estimator for grouped data**

While individual data will have a dependent variable with a value of zero or one for every observation, with grouped data one observation is on a group of people who all share the same characteristics (e.g., demographic characteristics); in this case the researcher observes the proportion of people in the group for whom the response variable falls into one category or the other. If this proportion is neither zero nor one for any group, the minimum chi-squared estimator involves using weighted least squares to estimate a linear model in which the dependent variable is the logit of the proportion: that is, the log of the ratio of the fraction in one group to the fraction in the other group.\(^{19}\) pp. 686–8

### 36.4.2 Evaluating goodness of fit

Goodness of fit in linear regression models is generally measured using the \(R^2\). Since this has no direct analog in logistic regression, various methods\(^{19}\) ch. 2.1 including the following can be used instead.

**Deviance and likelihood ratio tests**

In linear regression analysis, one is concerned with partitioning variance via the sum of squares calculations – variance in the criterion is essentially divided into variance accounted for by the predictors and residual variance. In logistic regression analysis, deviance is used in lieu of sum of squares calculations.\(^{20}\) Deviance is analogous to the sum of squares calculations in linear regression\(^{14}\) and is a measure of the lack of fit to the data in a logistic regression model.\(^{12}\) When a “saturated” model is available (a model with a theoretically perfect fit), deviance is calculated by comparing a given model with the saturated model.\(^{14}\) This computation gives the likelihood-ratio test.\(^{14}\)

\[
D = -2 \ln \frac{\text{model fitted the of likelihood}}{\text{model saturated the of likelihood}}
\]

In the above equation \(D\) represents the deviance and \(\ln\) represents the natural logarithm. The log of the likelihood ratio (the ratio of the fitted model to the saturated model) will produce a negative value, so the product is multiplied by negative two times its natural logarithm to produce a value with an approximate chi-squared distribution.\(^{14}\) Smaller values indicate better fit as the fitted model deviates less from the saturated model. When assessed upon a chi-square distribution, nonsignificant chi-square values indicate very little unexplained variance and thus, good model fit. Conversely, a significant chi-square value indicates that a significant amount of the variance is unexplained.

When the saturated model is not available (a common case), deviance is calculated simply as \((-2) \times \log \text{likelihood of the fitted model})\), and the reference to the saturated model’s log likelihood can be removed from all that follows without harm.

Two measures of deviance are particularly important in logistic regression: null deviance and model deviance. The null deviance represents the difference between a model with only the intercept (which means “no predictors”) and the saturated model. The model deviance represents the difference between a model with at least one predictor and the saturated model.\(^{20}\) In this respect, the
null model provides a baseline upon which to compare predictor models. Given that deviance is a measure of the difference between a given model and the saturated model, smaller values indicate better fit. Thus, to assess the contribution of a predictor or set of predictors, one can subtract the model deviance from the null deviance and assess the difference on a $\chi^2$-distribution with degrees of freedom equal to the difference in the number of parameters estimated.

Let

$$D_{\text{null}} = -2 \ln \frac{\text{model null of likelihood}}{\text{model saturated of likelihood}}$$

$$D_{\text{fitted}} = -2 \ln \frac{\text{model fitted of likelihood}}{\text{model saturated of likelihood}}.$$

Then

$$D_{\text{null}} - D_{\text{fitted}} = \left( -2 \ln \frac{\text{model null of likelihood}}{\text{model saturated of likelihood}} \right) - \left( -2 \ln \frac{\text{model fitted of likelihood}}{\text{model saturated of likelihood}} \right)$$

$$= -2 \ln \frac{\text{model null of likelihood}}{\text{model fitted of likelihood}}$$

$$= -2 \ln \frac{\text{model null of likelihood}}{\text{model fitted of likelihood}}.$$

If the model deviance is significantly smaller than the null deviance then one can conclude that the predictor or set of predictors significantly improved model fit. This is analogous to the $F$-test used in linear regression analysis to assess the significance of prediction.\[20\]

**Pseudo-$R^2$'s**

In linear regression the squared multiple correlation, $R^2$, is used to assess goodness of fit as it represents the proportion of variance in the criterion that is explained by the predictors.\[20\] In logistic regression analysis, there is no agreed upon analogous measure, but there are several competing measures each with limitations.\[20\] Three of the most commonly used indices are examined on this page beginning with the likelihood ratio $R^2$, $R^2_L$.\[20\]

$$R^2_L = \frac{D_{\text{null}} - D_{\text{fitted}}}{D_{\text{null}}}.$$

This is the most analogous index to the squared multiple correlation in linear regression.\[16\] It represents the proportional reduction in the deviance wherein the deviance is treated as a measure of variation analogous but not identical to the variance in linear regression analysis.\[16\] One limitation of the likelihood ratio $R^2$ is that it is not monotonically related to the odds ratio,\[20\] meaning that it does not necessarily increase as the odds ratio increases and does not necessarily decrease as the odds ratio decreases.

The Cox and Snell $R^2$ is an alternative index of goodness of fit related to the $R^2$ value from linear regression. The Cox and Snell index is problematic as its maximum value is .75, when the variance is at its maximum (.25). The Nagelkerke $R^2$ provides a correction to the Cox and Snell $R^2$ so that the maximum value is equal to one. Nevertheless, the Cox and Snell and likelihood ratio $R^2$'s show greater agreement with each other than either does with the Nagelkerke $R^2$.\[20\] Of course, this might not be the case for values exceeding .75 as the Cox and Snell index is capped at this value. The likelihood ratio $R^2$ is often preferred to the alternatives as it is most analogous to $R^2$ in linear regression, is independent of the base rate (both Cox and Snell and Nagelkerke $R^2$'s increase as the proportion of cases increase from 0 to .5) and varies between 0 and 1.

A word of caution is in order when interpreting pseudo-$R^2$ statistics. The reason these indices of fit are referred to as pseudo $R^2$ is that they do not represent the proportionate reduction in error in a universal sense in logistic regression – the error variance is the same for all values of the criterion. Logistic regression will always be homoscedastic – the error variances differ for each value of the predicted score. For each value of the predicted score there would be a different value of the proportionate reduction in error. Therefore, it is inappropriate to think of $R^2$ as a proportionate reduction in error in a universal sense in logistic regression.\[20\]

**Hosmer–Lemeshow test**

The Hosmer–Lemeshow test uses a test statistic that asymptotically follows a $\chi^2$-distribution to assess whether or not the observed event rates match expected event rates in subgroups of the model population.

**Evaluating binary classification performance**

If the estimated probabilities are to be used to classify each observation of independent variable values as predicting the category that the dependent variable is found in, the various methods below for judging the model's suitability in out-of-sample forecasting can also be used on the data that were used for estimation—accuracy, precision (also called positive predictive value), recall (also called sensitivity), specificity and negative predictive value. In each of these evaluative methods, an aspect of the model's effectiveness in assigning instances to the correct categories is measured.
36.5 Coefficients

After fitting the model, it is likely that researchers will want to examine the contribution of individual predictors. To do so, they will want to examine the regression coefficients. In linear regression, the regression coefficients represent the change in the criterion for each unit change in the predictor.\[20\] In logistic regression, however, the regression coefficients represent the change in the logit for each unit change in the predictor. Given that the logit is not intuitive, researchers are likely to focus on a predictor’s effect on the exponential function of the regression coefficient – the odds ratio (see definition). In linear regression, the significance of a regression coefficient is assessed by computing a \( t \) test. In logistic regression, there are several different tests designed to assess the significance of an individual predictor, most notably the likelihood ratio test and the Wald statistic.

36.5.1 Likelihood ratio test

The likelihood-ratio test discussed above to assess the contribution of individual “predictors” to a given model.\[14\][16][20] In the case of a single predictor model, one simply compares the deviance of the predictor model with that of the null model on a chi-square distribution with a single degree of freedom. If the predictor model has a significantly smaller deviance (c.f chi-square using the difference in degrees of freedom of the two models), then one can conclude that there is a significant association between the “predictor” and the outcome variable. Although some common statistical packages (e.g., SPSS) do provide likelihood ratio test statistics, without this computationally intensive test it would be more difficult to assess the contribution of individual predictors in the multiple logistic regression case. To assess the contribution of individual predictors one can enter the predictors hierarchically, comparing each new model with the previous to determine the contribution of each predictor.\[20\] There is some debate among statisticians about the appropriateness of so-called “stepwise” procedures. The fear is that they may not preserve nominal statistical properties and may become misleading.

36.5.2 Wald statistic

Alternatively, when assessing the contribution of individual predictors in a given model, one may examine the significance of the Wald statistic. The Wald statistic, analogous to the \( t \)-test in linear regression, is used to assess the significance of coefficients. The Wald statistic is the ratio of the square of the regression coefficient to the square of the standard error of the coefficient and is asymptotically distributed as a chi-square distribution.\[16\]

\[
W_j = \frac{B_j^2}{SE^2_j}
\]

Although several statistical packages (e.g., SPSS, SAS) report the Wald statistic to assess the contribution of individual predictors, the Wald statistic has limitations. When the regression coefficient is large, the standard error of the regression coefficient also tends to be large increasing the probability of Type-II error. The Wald statistic also tends to be biased when data are sparse.\[20\]

36.5.3 Case-control sampling

Suppose cases are rare. Then we might wish to sample them more frequently than their prevalence in the population. For example, suppose there is a disease that affects 1 person in 10,000 and to collect our data we need to do a complete physical. It may be too expensive to do thousands of physicals of healthy people in order to obtain data for only a few diseased individuals. Thus, we may evaluate more diseased individuals. This is also called unbalanced data. As a rule of thumb, sampling controls at a rate of five times the number of cases will produce sufficient control data.\[21\]

If we form a logistic model from such data, if the model is correct, the \( \beta_j \) parameters are all correct except for \( \beta_0 \). We can correct \( \beta_0 \) if we know the true prevalence as follows:\[21\]

\[
\hat{\beta}_0 = \beta_0 + \log \frac{\pi}{\bar{\pi}} - \log \frac{\bar{\pi}}{\pi}
\]

where \( \pi \) is the true prevalence and \( \bar{\pi} \) is the prevalence in the sample.

36.6 Formal mathematical specification

There are various equivalent specifications of logistic regression, which fit into different types of more general models. These different specifications allow for different sorts of useful generalizations.

36.6.1 Setup

The basic setup of logistic regression is the same as for standard linear regression.

It is assumed that we have a series of \( N \) observed data points. Each data point \( i \) consists of a set of \( m \) explanatory variables \( x_1, \ldots, x_m \) (also called independent variables, predictor variables, input variables, features, or attributes), and an associated binary-valued outcome variable \( Y_i \) (also known as a dependent variable, response variable, output variable, outcome variable or class variable), i.e. it can assume only the two possible values 0 (often meaning “no” or “failure”) or 1 (often meaning “yes”
or “success”). The goal of logistic regression is to explain the relationship between the explanatory variables and the outcome, so that an outcome can be predicted for a new set of explanatory variables.

Some examples:

- The observed outcomes are the presence or absence of a given disease (e.g. diabetes) in a set of patients, and the explanatory variables might be characteristics of the patients thought to be pertinent (sex, race, age, blood pressure, body-mass index, etc.).

- The observed outcomes are the votes (e.g. Democratic or Republican) of a set of people in an election, and the explanatory variables are the demographic characteristics of each person (e.g. sex, race, age, income, etc.). In such a case, one of the two outcomes is arbitrarily coded as 1, and the other as 0.

As in linear regression, the outcome variables $Y_i$ are assumed to depend on the explanatory variables $x_{1,i} \ldots x_{m,i}$.

### Explanatory variables

As shown above in the above examples, the explanatory variables may be of any type: real-valued, binary, categorical, etc. The main distinction is between continuous variables (such as income, age and blood pressure) and discrete variables (such as sex or race). Discrete variables referring to more than two possible choices are typically coded using dummy variables (or indicator variables), that is, separate explanatory variables taking the value 0 or 1 are created for each possible value of the discrete variable, with a 1 meaning “variable does have the given value” and a 0 meaning “variable does not have that value”. For example, a four-way discrete variable of blood type with the possible values “A, B, AB, O” can be converted to four separate two-way dummy variables, “is-A, is-B, is-AB, is-O”, where only one of them has the value 1 and all the rest have the value 0. This allows for separate regression coefficients to be matched for each possible value of the discrete variable. (In a case like this, only three of the four dummy variables are independent of each other, in the sense that once the values of three of the variables are known, the fourth is automatically determined. Thus, it is necessary to encode only three of the four possibilities as dummy variables. This also means that when all four possibilities are encoded, the overall model is not identifiable in the absence of additional constraints such as a regularization constraint. Theoretically, this could cause problems, but in reality almost all logistic regression models are fitted with regularization constraints.)

### Outcome variables

Formally, the outcomes $Y_i$ are described as being Bernoulli-distributed data, where each outcome is determined by an unobserved probability $p_i$ that is specific to the outcome at hand, but related to the explanatory variables. This can be expressed in any of the following equivalent forms:

$$Y_i \mid x_{1,i} \ldots x_{m,i} \sim \text{Bernoulli}(p_i)$$

$$\mathbb{E}[Y_i \mid x_{1,i} \ldots x_{m,i}] = p_i$$

$$\Pr(Y_i = y_i \mid x_{1,i} \ldots x_{m,i}) = \begin{cases} p_i & \text{if } y_i = 1 \\ 1 - p_i & \text{if } y_i = 0 \end{cases}$$

$$\Pr(Y_i = y_i \mid x_{1,i} \ldots x_{m,i}) = p_i^y (1 - p_i)^{1-y_i}$$

The meanings of these four lines are:

1. The first line expresses the probability distribution of each $Y_i$: Conditioned on the explanatory variables, it follows a Bernoulli distribution with parameters $p_i$, the probability of the outcome of 1 for trial $i$. As noted above, each separate trial has its own probability of success, just as each trial has its own explanatory variables. The probability of success $p_i$ is not observed, only the outcome of an individual Bernoulli trial using that probability.

2. The second line expresses the fact that the expected value of each $Y_i$ is equal to the probability of success $p_i$, which is a general property of the Bernoulli distribution. In other words, if we run a large number of Bernoulli trials using the same probability of success $p_i$, then take the average of all the 1 and 0 outcomes, then the result would be close to $p_i$. This is because doing an average this way simply computes the proportion of successes seen, which we expect to converge to the underlying probability of success.

3. The third line writes out the probability mass function of the Bernoulli distribution, specifying the probability of seeing each of the two possible outcomes.

4. The fourth line is another way of writing the probability mass function, which avoids having to write separate cases and is more convenient for certain types of calculations. This relies on the fact that $Y_i$ can take only the value 0 or 1. In each case, one of the exponents will be 1, “choosing” the value under it, while the other is 0, “canceling out” the value under it. Hence, the outcome is either $p_i$ or $1 - p_i$, as in the previous line.

### Linear predictor function

The basic idea of logistic regression is to use the mechanism already developed for linear regression by modeling the probability $p_i$ using a linear predictor function, i.e. a linear combination of the explanatory variables and a set
of regression coefficients that are specific to the model at hand but the same for all trials. The linear predictor function \( f(i) \) for a particular data point \( i \) is written as:

\[
f(i) = \beta_0 + \beta_1 x_{1,i} + \cdots + \beta_m x_{m,i},
\]

where \( \beta_0, \ldots, \beta_m \) are regression coefficients indicating the relative effect of a particular explanatory variable on the outcome.

The model is usually put into a more compact form as follows:

- The regression coefficients \( \beta_0, \beta_1, \ldots, \beta_m \) are grouped into a single vector \( \beta \) of size \( m + 1 \).
- For each data point \( i \), an additional explanatory pseudo-variable \( x_{0,i} \) is added, with a fixed value of 1, corresponding to the intercept coefficient \( \beta_0 \).
- The resulting explanatory variables \( x_{0,i}, x_{1,i}, \ldots, x_{m,i} \) are then grouped into a single vector \( X_i \) of size \( m + 1 \).

This makes it possible to write the linear predictor function as follows:

\[
f(i) = \beta \cdot X_i,
\]

using the notation for a dot product between two vectors.

### 36.6.2 As a generalized linear model

The particular model used by logistic regression, which distinguishes it from standard linear regression and from other types of regression analysis used for binary-valued outcomes, is the way the probability of a particular outcome is linked to the linear predictor function:

\[
\logit(E[Y_i \mid x_{1,i}, \ldots, x_{m,i}]) = \logit(p_i) = \ln \left( \frac{p_i}{1 - p_i} \right)
\]

Written using the more compact notation described above, this is:

\[
\logit(E[Y_i \mid X_i]) = \logit(p_i) = \ln \left( \frac{p_i}{1 - p_i} \right) = \beta \cdot X_i
\]

This formulation expresses logistic regression as a type of generalized linear model, which predicts variables with various types of probability distributions by fitting a linear predictor function of the above form to some sort of arbitrary transformation of the expected value of the variable.

The intuition for transforming using the logit function (the natural log of the odds) was explained above. It also has the practical effect of converting the probability (which is bounded to be between 0 and 1) to a variable that ranges over \((-\infty, +\infty)\) — thereby matching the potential range of the linear prediction function on the right side of the equation.

Note that both the probabilities \( p_i \) and the regression coefficients are unobserved, and the means of determining them is not part of the model itself. They are typically determined by some sort of optimization procedure, e.g. maximum likelihood estimation, that finds values that best fit the observed data (i.e. that give the most accurate predictions for the data already observed), usually subject to regularization conditions that seek to exclude unlikely values, e.g. extremely large values for any of the regression coefficients. The use of a regularization condition is equivalent to doing maximum a posteriori (MAP) estimation, an extension of maximum likelihood. (Regularization is most commonly done using a squared regularizing function, which is equivalent to placing a zero-mean Gaussian prior distribution on the coefficients, but other regularizers are also possible.) Whether or not regularization is used, it is usually not possible to find a closed-form solution; instead, an iterative numerical method must be used, such as iteratively reweighted least squares (IRLS) or, more commonly these days, a quasi-Newton method such as the L-BFGS method.

The interpretation of the \( \beta_j \) parameter estimates is as the additive effect on the log of the odds for a unit change in the \( j \)th explanatory variable. In the case of a dichotomous explanatory variable, for instance gender, \( e^\beta \) is the estimate of the odds of having the outcome for, say, males compared with females.

An equivalent formula uses the inverse of the logit function, which is the logistic function, i.e.:

\[
E[Y_i \mid X_i] = p_i = \logit^{-1}(\beta \cdot X_i) = \frac{1}{1 + e^{-\beta X_i}}
\]

The formula can also be written as a probability distribution (specifically, using a probability mass function):

\[
\Pr(Y_i = y_i \mid X_i) = p_i^{y_i}(1 - p_i)^{1 - y_i} = \left( \frac{e^{\beta X_i}}{1 + e^{\beta X_i}} \right)^{y_i} \left( \frac{1}{1 + e^{\beta X_i}} \right)^{1 - y_i}
\]

### 36.6.3 As a latent-variable model

The above model has an equivalent formulation as a latent-variable model. This formulation is common in the theory of discrete choice models, and makes it easier to extend to certain more complicated models with multiple, correlated choices, as well as to compare logistic regression to the closely related probit model.
Imagine that, for each trial $i$, there is a continuous latent variable $Y_i^*$ (i.e., an unobserved random variable) that is distributed as follows:

$$Y_i^* = \beta \cdot X_i + \epsilon$$

where

$$\epsilon \sim \text{Logistic}(0, 1)$$

i.e., the latent variable can be written directly in terms of the linear predictor function and an additive random error variable that is distributed according to a standard logistic distribution.

Then $Y_i$ can be viewed as an indicator for whether this latent variable is positive:

$$Y_i = \begin{cases} 
1 & \text{if } Y_i^* > 0 \text{ i.e. } -\epsilon < \beta \cdot X_i, \\
0 & \text{otherwise}. 
\end{cases}$$

The choice of modeling the error variable specifically with a standard logistic distribution, rather than a general logistic distribution with the location and scale set to arbitrary values, seems restrictive, but in fact it is not. It must be kept in mind that we can choose the regression coefficients ourselves, and very often can use them to offset changes in the parameters of the error variable’s distribution. For example, a logistic error-variable distribution with a non-zero location parameter $\mu$ (which sets the mean) is equivalent to a distribution with a zero location parameter, where $\mu$ has been added to the intercept coefficient. Both situations produce the same value for $Y_i^*$ regardless of settings of explanatory variables. Similarly, an arbitrary scale parameter $s$ is equivalent to setting the scale parameter to 1 and then dividing all regression coefficients by $s$. In the latter case, the resulting value of $Y_i^*$ will be smaller by a factor of $s$ than in the former case, for all sets of explanatory variables — but critically, it will always remain on the same side of 0, and hence lead to the same $Y_i$ choice.

(Note that this predicts that the irrelevancy of the scale parameter may not carry over into more complex models where more than two choices are available.)

It turns out that this formulation is exactly equivalent to the preceding one, phrased in terms of the generalized linear model and without any latent variables. This can be shown as follows, using the fact that the cumulative distribution function (CDF) of the standard logistic distribution is the logistic function, which is the inverse of the logit function, i.e.

$$\Pr(\epsilon < x) = \logit^{-1}(x)$$

Then:

$$\Pr(Y_i = 1 \mid X_i) = \Pr(Y_i^* > 0 \mid X_i)$$
$$= \Pr(\beta \cdot X_i + \epsilon > 0)$$
$$= \Pr(\epsilon > -\beta \cdot X_i)$$
$$= \Pr(\epsilon < \beta \cdot X_i) \quad \text{(symmetric)}$$
$$= \logit^{-1}(\beta \cdot X_i)$$
$$= p_i \quad \text{above}$$

This formulation—which is standard in discrete choice models—makes clear the relationship between logistic regression (the “logit model”) and the probit model, which uses an error variable distributed according to a standard normal distribution instead of a standard logistic distribution. Both the logistic and normal distributions are symmetric with a basic unimodal, “bell curve” shape. The only difference is that the logistic distribution has somewhat heavier tails, which means that it is less sensitive to outlying data (and hence somewhat more robust to model mis-specifications or erroneous data).

### 36.6.4 As a two-way latent-variable model

Yet another formulation uses two separate latent variables:

$$Y_i^{0*} = \beta_0 \cdot X_i + \epsilon_0$$
$$Y_i^{1*} = \beta_1 \cdot X_i + \epsilon_1$$

where

$$\epsilon_0 \sim \text{EV}_1(0, 1)$$
$$\epsilon_1 \sim \text{EV}_1(0, 1)$$

where $\text{EV}_1(0,1)$ is a standard type-1 extreme value distribution: i.e.

$$\Pr(\epsilon_0 = x) = \Pr(\epsilon_1 = x) = e^{-x}e^{-x}$$

Then

$$Y_i = \begin{cases} 
1 & \text{if } Y_i^{1*} > Y_i^{0*}, \\
0 & \text{otherwise}. 
\end{cases}$$

This model has a separate latent variable and a separate set of regression coefficients for each possible outcome of the dependent variable. The reason for this separation is that it makes it easy to extend logistic regression to multi-outcome categorical variables, as in the multinomial logit model. In such a model, it is natural to model each possible outcome using a different set of regression coefficients. It is also possible to motivate each of the separate latent variables as the theoretical utility associated with
making the associated choice, and thus motivate logistic regression in terms of utility theory. (In terms of utility theory, a rational actor always chooses the choice with the greatest associated utility.) This is the approach taken by economists when formulating discrete choice models, because it both provides a theoretically strong foundation and facilitates intuitions about the model, which in turn makes it easy to consider various sorts of extensions. (See the example below.)

The choice of the type-1 extreme value distribution seems fairly arbitrary, but it makes the mathematics work out, and it may be possible to justify its use through rational choice theory.

It turns out that this model is equivalent to the previous model, although this seems non-obvious, since there are now two sets of regression coefficients and error variables, and the error variables have a different distribution. In fact, this model reduces directly to the previous one with the following substitutions:

\[
\begin{align*}
\beta &= \beta_1 - \beta_0 \\
\varepsilon &= \varepsilon_1 - \varepsilon_0
\end{align*}
\]

An intuition for this comes from the fact that, since we choose based on the maximum of two values, only their difference matters, not the exact values — and this effectively removes one degree of freedom. Another critical fact is that the difference of two type-1 extreme-value-distributed variables is a logistic distribution, i.e. if \(\varepsilon = \varepsilon_1 - \varepsilon_0 \sim \text{Logistic}(0, 1)\).

We can demonstrate the equivalent as follows:

\[
\begin{align*}
\Pr(Y_i = 1 \mid X_i) &= \Pr(Y_i^{1*} > Y_i^{0*} \mid X_i) \\
&= \Pr(Y_i^{1*} - Y_i^{0*} > 0 \mid X_i) \\
&= \Pr(\beta_1 \cdot X_i + \varepsilon_1 - (\beta_0 \cdot X_i + \varepsilon_0) > 0) \\
&= \Pr((\beta_1 - \beta_0) \cdot X_i + (\varepsilon_1 - \varepsilon_0) > 0) \\
&= \Pr((\beta_1 - \beta_0) \cdot X_i + \varepsilon > 0) \\
&= \Pr(\varepsilon < -\beta_0 \cdot X_i) \\
&= \Pr(\varepsilon < -\beta_0 \cdot X_i) \\
&= \logit^{-1}(\beta \cdot X_i) \\
&= p_i
\end{align*}
\]

Example

As an example, consider a province-level election where the choice is between a right-of-center party, a left-of-center party, and a secessionist party (e.g. the Parti Québécois, which wants Quebec to secede from Canada). We would then use three latent variables, one for each choice. Then, in accordance with utility theory, we can then interpret the latent variables as expressing the utility that results from making each of the choices. We can also interpret the regression coefficients as indicating the strength that the associated factor (i.e. explanatory variable) has in contributing to the utility — or more correctly, the amount by which a unit change in an explanatory variable changes the utility of a given choice. A voter might expect that the right-of-center party would lower taxes, especially on rich people. This would give low-income people no benefit, i.e. no change in utility (since they usually don’t pay taxes); would cause moderate benefit (i.e. somewhat more money, or moderate utility increase) for middle-income people; and would cause significant benefits for high-income people. On the other hand, the left-of-center party might be expected to raise taxes and offset it with increased welfare and other assistance for the lower and middle classes. This would cause significant positive benefit to low-income people, perhaps weak benefit to middle-income people, and significant negative benefit to high-income people. Finally, the secessionist party would take no direct actions on the economy, but simply secede. A low-income or middle-income voter might expect basically no clear utility gain or loss from this, but a high-income voter might expect negative utility, since he/she is likely to own companies, which will have a harder time doing business in such an environment and probably lose money.

These intuitions can be expressed as follows:

This clearly shows that

1. Separate sets of regression coefficients need to exist for each choice. When phrased in terms of utility, this can be seen very easily. Different choices have different effects on net utility; furthermore, the effects vary in complex ways that depend on the characteristics of each individual, so there need to be separate sets of coefficients for each characteristic, not simply a single extra per-choice characteristic.

2. Even though income is a continuous variable, its effect on utility is too complex for it to be treated as a single variable. Either it needs to be directly split up into ranges, or higher powers of income need to be added so that polynomial regression on income is effectively done.

36.6.5 As a “log-linear” model

Yet another formulation combines the two-way latent variable formulation above with the original formulation higher up without latent variables, and in the process provides a link to one of the standard formulations of the multinomial logit.

Here, instead of writing the logit of the probabilities \( p_i \)
as a linear predictor, we separate the linear predictor into two, one for each of the two outcomes:

\[
\ln \Pr(Y_i = 0) = \beta_0 \cdot X_i - \ln Z \\
\ln \Pr(Y_i = 1) = \beta_1 \cdot X_i - \ln Z
\]

Note that two separate sets of regression coefficients have been introduced, just as in the two-way latent variable model, and the two equations appear a form that writes the logarithm of the associated probability as a linear predictor, with an extra term \(-\ln Z\) at the end. This term, as its turns out, serves as the normalizing factor ensuring that the result is a distribution. This can be seen by exponentiating both sides:

\[
\Pr(Y_i = 0) = \frac{1}{Z} e^{\beta_0 X_i} \\
\Pr(Y_i = 1) = \frac{1}{Z} e^{\beta_1 X_i}
\]

In this form it is clear that the purpose of \(Z\) is to ensure that the resulting distribution over \(Y_i\) is in fact a probability distribution, i.e. it sums to 1. This means that \(Z\) is simply the sum of all un-normalized probabilities, and by dividing each probability by \(Z\), the probabilities become "normalized". That is:

\[
Z = e^{\beta_0 X_i} + e^{\beta_1 X_i}
\]

and the resulting equations are

\[
\Pr(Y_i = 0) = \frac{e^{\beta_0 X_i}}{e^{\beta_0 X_i} + e^{\beta_1 X_i}} \\
\Pr(Y_i = 1) = \frac{e^{\beta_1 X_i}}{e^{\beta_0 X_i} + e^{\beta_1 X_i}}
\]

Or generally:

\[
\Pr(Y_i = c) = \frac{e^{\beta_c X_i}}{\sum_h e^{\beta_h X_i}}
\]

This shows clearly how to generalize this formulation to more than two outcomes, as in multinomial logit. Note that this general formulation is exactly the Softmax function as in

\[
\Pr(Y_i = c) = \text{softmax}(c, \beta_0 \cdot X_i, \beta_1 \cdot X_i, \ldots).
\]

In order to prove that this is equivalent to the previous model, note that the above model is overspecified, in that \(\Pr(Y_i = 0)\) and \(\Pr(Y_i = 1)\) cannot be independently specified: rather \(\Pr(Y_i = 0) + \Pr(Y_i = 1) = 1\) so knowing one automatically determines the other. As a result, the model is nonidentifiable, in that multiple combinations of \(\beta_0\) and \(\beta_1\) will produce the same probabilities for all possible explanatory variables. In fact, it can be seen that adding any constant vector to both of them will produce the same probabilities:

\[
\Pr(Y_i = 1) = \frac{e^{(\beta_0 + C) X_i}}{e^{(\beta_0 + C) X_i} + e^{(\beta_1 + C) X_i}} = \frac{e^{\beta_0 X_i} e^C}{e^{\beta_0 X_i} e^C + e^{\beta_1 X_i} e^C}
\]

As a result, we can simplify matters, and restore identifiability, by picking an arbitrary value for one of the two vectors. We choose to set \(\beta_0 = 0\). Then,

\[
e^{\beta_0 X_i} = e^0 X_i = 1
\]

and so

\[
\Pr(Y_i = 1) = \frac{e^{\beta_1 X_i}}{1 + e^{\beta_1 X_i}} = \frac{1}{1 + e^{-\beta_1 X_i}} = p_i
\]

which shows that this formulation is indeed equivalent to the previous formulation. (As in the two-way latent variable formulation, any settings where \(\beta = \beta_1 - \beta_0\) will produce equivalent results.)

Note that most treatments of the multinomial logit model start out either by extending the "log-linear" formulation presented here or the two-way latent variable formulation presented above, since both clearly show the way that the model could be extended to multi-way outcomes. In general, the presentation with latent variables is more common in econometrics and political science, where discrete choice models and utility theory reign, while the "log-linear" formulation here is more common in computer science, e.g. machine learning and natural language processing.

### 36.6.6 As a single-layer perceptron

The model has an equivalent formulation

\[
p_i = \frac{1}{1 + e^{-(\beta_0 + \beta_1 x_1 + \cdots + \beta_k x_k)}}.
\]

This functional form is commonly called a single-layer perceptron or single-layer artificial neural network. A single-layer neural network computes a continuous output instead of a step function. The derivative of \(p_i\) with
respect to $X = (x_1, ..., x_k)$ is computed from the general form:

$$y = \frac{1}{1 + e^{-f(X)}}$$

where $f(X)$ is an analytic function in $X$. With this choice, the single-layer neural network is identical to the logistic regression model. This function has a continuous derivative, which allows it to be used in backpropagation. This function is also preferred because its derivative is easily calculated:

$$\frac{dy}{dX} = y(1 - y) \frac{df}{dX}.$$ 

### 36.6.7 In terms of binomial data

A closely related model assumes that each $i$ is associated not with a single Bernoulli trial but with $n_i$ independent identically distributed trials, where the observation $Y_i$ is the number of successes observed (the sum of the individual Bernoulli-distributed random variables), and hence follows a binomial distribution:

$$Y_i \sim \text{Bin}(n_i, p_i), \text{ for } i = 1, \ldots, n$$

An example of this distribution is the fraction of seeds ($p_i$) that germinate after $n_i$ are planted.

In terms of expected values, this model is expressed as follows:

$$p_i = \mathbb{E} \left[ \frac{Y_i}{n_i} \middle| X_i \right],$$

so that

$$\text{logit} \left( \mathbb{E} \left[ \frac{Y_i}{n_i} \middle| X_i \right] \right) = \text{logit}(p_i) = \ln \left( \frac{p_i}{1 - p_i} \right) = \beta X_i,$$

Or equivalently:

$$\Pr(Y_i = y_i \mid X_i) = \binom{n_i}{y_i} p_i^{y_i} (1 - p_i)^{n_i - y_i} = \binom{n_i}{y_i} \left( \frac{1}{1 + e^{-\beta X_i}} \right)^{y_i} \left( \frac{1 - e^{-\beta X_i}}{1 + e^{-\beta X_i}} \right)^{n_i - y_i}.$$

This model can be fit using the same sorts of methods as the above more basic model.

### 36.7 Bayesian logistic regression

In a Bayesian statistics context, prior distributions are normally placed on the regression coefficients, usually in the form of Gaussian distributions. Unfortunately, the Gaussian distribution is not the conjugate prior of the likelihood function in logistic regression. As a result, the posterior distribution is difficult to calculate, even using standard simulation algorithms (e.g. Gibbs sampling).

There are various possibilities:

- Don’t do a proper Bayesian analysis, but simply compute a maximum a posteriori point estimate of the parameters. This is common, for example, in “maximum entropy” classifiers in machine learning.

- Use a more general approximation method such as the Metropolis–Hastings algorithm.

- Draw a Markov chain Monte Carlo sample from the exact posterior by using the Independent Metropolis–Hastings algorithm with heavy-tailed multivariate candidate distribution found by matching the mode and curvature at the mode of the normal approximation to the posterior and then using the Student’s $t$ shape with low degrees of freedom.[22] This is shown to have excellent convergence properties.

- Use a latent variable model and approximate the logistic distribution using a more tractable distribution, e.g. a Student’s $t$-distribution or a mixture of normal distributions.

- Do probit regression instead of logistic regression. This is actually a special case of the previous situation, using a normal distribution in place of a Student’s $t$, mixture of normals, etc. This will be less accurate but has the advantage that probit regression
is extremely common, and a ready-made Bayesian implementation may already be available.

- Use the Laplace approximation of the posterior distribution. This approximates the posterior with a Gaussian distribution. This is not a terribly good approximation, but it suffices if all that is desired is an estimate of the posterior mean and variance. In such a case, an approximation scheme such as variational Bayes can be used.

### 36.7.1 Gibbs sampling with an approximating distribution

As shown above, logistic regression is equivalent to a latent variable model with an error variable distributed according to a standard logistic distribution. The overall distribution of the latent variable \( Y \) is also a logistic distribution, with the mean equal to \( \beta \cdot X \) (i.e. the fixed quantity added to the error variable). This model considerably simplifies the application of techniques such as Gibbs sampling. However, sampling the regression coefficients is still difficult, because of the lack of conjugacy between the normal and logistic distributions. Changing the prior distribution over the regression coefficients is of no help, because the logistic distribution is not in the exponential family and thus has no conjugate prior.

One possibility is to use a more general Markov chain Monte Carlo technique, such as the Metropolis–Hastings algorithm, which can sample arbitrary distributions. Another possibility, however, is to replace the logistic distribution with a similar-shaped distribution that is easier to work with using Gibbs sampling. In fact, the logistic and normal distributions have a similar shape, and thus one possibility is simply to have normally distributed errors. Because the normal distribution is conjugate to itself, sampling the regression coefficients becomes easy. In fact, this model is exactly the model used in probit regression.

However, the normal and logistic distributions differ in that the logistic has heavier tails. As a result, it is more robust to inaccuracies in the underlying model (which are inevitable, in that the model is essentially always an approximation) or to errors in the data. Probit regression loses some of this robustness.

Another alternative is to use errors distributed as a Student’s t-distribution. The Student’s t-distribution has heavy tails, and is easy to sample from because it is the compound distribution of a normal distribution with variance distributed as an inverse gamma distribution. In other words, if a normal distribution is used for the error variable, and another latent variable, following an inverse gamma distribution, is added corresponding to the variance of this error variable, the marginal distribution of the error variable will follow a Student’s t-distribution. Because of the various conjugacy relationships, all variables in this model are easy to sample from.

The Student’s t distribution that best approximates a standard logistic distribution can be determined by matching the moments of the two distributions. The Student’s t distribution has three parameters, and since the skewness of both distributions is always 0, the first four moments can all be matched, using the following equations:

\[
\begin{align*}
\mu &= 0 \\
\frac{\nu}{\nu - 2} s^2 &= \frac{\pi^2}{3} \\
\frac{6}{\nu - 4} &= \frac{\pi^2}{5}
\end{align*}
\]

This yields the following values:

\[
\begin{align*}
\mu &= 0 \\
\sigma &= \sqrt{\frac{7}{9} \frac{\pi^2}{3}} \\
\nu &= 9
\end{align*}
\]

The following graphs compare the standard logistic distribution with the Student’s t distribution that matches the first four moments using the above-determined values, as well as the normal distribution that matches the first two moments. Note how much closer the Student’s t distribution agrees, especially in the tails. Beyond about two standard deviations from the mean, the logistic and normal distributions diverge rapidly, but the logistic and Student’s t distributions don’t start diverging significantly until more than 5 standard deviations away.

(Another possibility, also amenable to Gibbs sampling, is to approximate the logistic distribution using a mixture density of normal distributions.)

### 36.8 Extensions

There are large numbers of extensions:

- Multinomial logistic regression (or multinomial logit) handles the case of a multi-way categorical dependent variable (with unordered values, also called “classification”). Note that the general case of having dependent variables with more than two values is termed polytomous regression.

- Ordered logistic regression (or ordered logit) handles ordinal dependent variables (ordered values).

- Mixed logit is an extension of multinomial logit that allows for correlations among the choices of the dependent variable.

- An extension of the logistic model to sets of interdependent variables is the conditional random field.
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36.9 Model suitability

A way to measure a model's suitability is to assess the model against a set of data that was not used to create the model.\(^{[25]}\) The class of techniques is called cross-validation. This holdout model assessment method is particularly valuable when data are collected in different settings (e.g., at different times or places) or when models are assumed to be generalizable.

To measure the suitability of a binary regression model, one can classify both the actual value and the predicted value of each observation as either 0 or 1.\(^{[26]}\) The predicted value of an observation can be set equal to 1 if the estimated probability that the observation equals 1 is above \(\frac{1}{2}\), and set equal to 0 if the estimated probability is below \(\frac{1}{2}\). Here logistic regression is being used as a binary classification model. There are four possible combined classifications:

1. prediction of 0 when the holdout sample has a 0 (True Negatives, the number of which is TN)
2. prediction of 0 when the holdout sample has a 1 (False Negatives, the number of which is FN)
3. prediction of 1 when the holdout sample has a 0 (False Positives, the number of which is FP)
4. prediction of 1 when the holdout sample has a 1 (True Positives, the number of which is TP)

These classifications are used to calculate accuracy, precision (also called positive predictive value), recall (also called sensitivity), specificity and negative predictive value:

\[
\text{Accuracy} = \frac{TP + TN}{TP + FP + FN + TN}
\]

\[
\text{Precision} = \frac{TP}{TP + FP} = \frac{TP}{TN + FN}
\]

\[
\text{Recall} = \frac{TP}{TP + FN}
\]

\[
\text{Specificity} = \frac{TN}{TN + FP}
\]

36.10 See also

- Multinomial logit model
- Ordered logit
- Hosmer–Lemeshow test
- Brier score
- MLPACK - contains a C++ implementation of logistic regression
- Local case-control sampling

36.11 References


36.12. Further reading


36.13. External links

- Econometrics Lecture (topic: Logit model) on YouTube by Mark Thoma
- Logistic Regression Interpretation
- Logistic Regression tutorial
- Using open source software for building Logistic Regression models
- Logistic regression. Biomedical statistics
Chapter 37

Linear discriminant analysis

Not to be confused with latent Dirichlet allocation.

Linear discriminant analysis (LDA) is a generalization of Fisher's linear discriminant, a method used in statistics, pattern recognition and machine learning to find a linear combination of features that characterizes or separates two or more classes of objects or events. The resulting combination may be used as a linear classifier, or, more commonly, for dimensionality reduction before later classification.

LDA is closely related to analysis of variance (ANOVA) and regression analysis, which also attempt to express one dependent variable as a linear combination of other features or measurements. However, ANOVA uses categorical independent variables and a continuous dependent variable, whereas discriminant analysis has continuous independent variables and a categorical dependent variable (i.e. the class label). Logistic regression and probit regression are more similar to LDA than ANOVA is, as they also explain a categorical variable by the values of continuous independent variables. These other methods are preferable in applications where it is not reasonable to assume that the independent variables are normally distributed, which is a fundamental assumption of the LDA method.

LDA is also closely related to principal component analysis (PCA) and factor analysis in that they both look for linear combinations of variables which best explain the data. LDA explicitly attempts to model the difference between the classes of data. PCA on the other hand does not take into account any difference in class, and factor analysis builds the feature combinations based on differences rather than similarities. Discriminant analysis is also different from factor analysis in that it is not an interdependence technique: a distinction between independent variables and dependent variables (also called criterion variables) must be made.

LDA works when the measurements made on independent variables for each observation are continuous quantities. When dealing with categorical independent variables, the equivalent technique is discriminant correspondence analysis.

37.1 LDA for two classes

Consider a set of observations \( \vec{x} \) (also called features, attributes, variables or measurements) for each sample of an object or event with known class \( y \). This set of samples is called the training set. The classification problem is then to find a good predictor for the class \( y \) of any sample of the same distribution (not necessarily from the training set) given only an observation \( \vec{x} \).

LDA approaches the problem by assuming that the conditional probability density functions \( p(\vec{x} | y = 0) \) and \( p(\vec{x} | y = 1) \) are both normally distributed with mean and covariance parameters \( (\mu_0, \Sigma_0) \) and \( (\mu_1, \Sigma_1) \), respectively. Under this assumption, the Bayes optimal solution is to predict points as being from the second class if the log of the likelihood ratios is below some threshold \( T \), so that:

\[
(\vec{x} - \mu_0)^T \Sigma_0^{-1} (\vec{x} - \mu_0) + \ln |\Sigma_0| - (\vec{x} - \mu_1)^T \Sigma_1^{-1} (\vec{x} - \mu_1) - \ln |\Sigma_1| < T
\]

Without any further assumptions, the resulting classifier is referred to as QDA (quadratic discriminant analysis).

LDA instead makes the additional simplifying homoscedasticity assumption (i.e. that the class covariances are identical, so \( \Sigma_0 = \Sigma_1 = \Sigma \)) and that the covariances have full rank. In this case, several terms cancel:

\[
\begin{align*}
\vec{z}^T \Sigma_0^{-1} \vec{z} &= \vec{z}^T \Sigma_1^{-1} \vec{z} \\
\vec{z}^T \Sigma_1^{-1} \vec{\mu}_i &= \vec{\mu}_i^T \Sigma_1^{-1} \vec{z}
\end{align*}
\]

because \( \Sigma_1 \) is Hermitian

and the above decision criterion becomes a threshold on the dot product

\[
\vec{w}^T \vec{x} > c
\]

for some threshold constant \( c \), where

\[
\vec{w} = \Sigma^{-1} (\vec{\mu}_1 - \vec{\mu}_0)
\]
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\[ c = \frac{1}{2} (Q - \mu_0^T \Sigma_0^{-1} \mu_0 + \mu_1^T \Sigma_1^{-1} \mu_1) \]

This means that the criterion of an input \( \vec{x} \) being in a class \( y \) is purely a function of projection of multidimensional-space criminant. The maximum separation occurs when the classes to the variance within the classes.

It is often useful to see this conclusion in geometrical terms: the criterion of an input \( \vec{x} \) being in a class \( y \) is purely a function of projection of multidimensional-space point \( \vec{x} \) onto vector \( \vec{w} \) (thus, we only consider its direction). In other words, the observation belongs to \( y \) if corresponding \( \vec{x} \) is located on a certain side of a hyperplane perpendicular to \( \vec{w} \). The location of the plane is defined by the threshold \( c \).

37.2 Canonical discriminant analysis for \( k \) classes

Canonical discriminant analysis (CDA) finds axes \( (k - 1 \) canonical coordinates, \( k \) being the number of classes) that best separate the categories. These linear functions are uncorrelated and define, in effect, an optimal \( k - 1 \) space through the \( n \)-dimensional cloud of data that best separates (the projections in that space of) the \( k \) groups. See “Multiclass LDA” for details below.

37.3 Fisher’s linear discriminant

The terms Fisher’s linear discriminant and LDA are often used interchangeably, although Fisher’s original article[1] actually describes a slightly different discriminant, which does not make some of the assumptions of LDA such as normally distributed classes or equal class covariances.

Suppose two classes of observations have means \( \mu_0, \mu_1 \) and covariances \( \Sigma_0, \Sigma_1 \). Then the linear combination of features \( \vec{w}^T \vec{x} \) will have means \( \vec{w}^T \mu_i \) and variances \( \vec{w}^T \Sigma_i \vec{w} \) for \( i = 0, 1 \). Fisher defined the separation between these two distributions to be the ratio of the variance between the classes to the variance within the classes:

\[ S = \frac{\sigma^2_{\text{between}}}{\sigma^2_{\text{within}}} = \frac{(\vec{w}^T \mu_1 - \vec{w}^T \mu_0)^2}{\vec{w}^T \Sigma_1 \vec{w} + \vec{w}^T \Sigma_0 \vec{w}} = \frac{(\vec{w}^T (\mu_1 - \mu_0))^2}{\vec{w}^T (\Sigma_0 + \Sigma_1) \vec{w}} \]

This measure is, in some sense, a measure of the signal-to-noise ratio for the class labelling. It can be shown that the maximum separation occurs when

\[ \vec{w} \propto (\Sigma_0 + \Sigma_1)^{-1} (\mu_1 - \mu_0) \]

When the assumptions of LDA are satisfied, the above equation is equivalent to LDA.

Be sure to note that the vector \( \vec{w} \) is the normal to the discriminant hyperplane. As an example, in a two-dimensional problem, the line that best divides the two groups is perpendicular to \( \vec{w} \).

Generally, the data points to be discriminated are projected onto \( \vec{w} \); then the threshold that best separates the data is chosen from analysis of the one-dimensional distribution. There is no general rule for the threshold. However, if projections of points from both classes exhibit approximately the same distributions, a good choice would be the hyperplane between projections of the two means, \( \vec{w}^T \mu_0 \) and \( \vec{w}^T \mu_1 \). In this case the parameter \( c \) in threshold condition \( \vec{w}^T \vec{x} > c \) can be found explicitly:

\[ c = \vec{w}^T (\mu_0 + \mu_1) = \frac{1}{2} \mu_1^T \Sigma_1^{-1} \mu_1 - \frac{1}{2} \mu_0^T \Sigma_0^{-1} \mu_0 \]

Otsu’s Method is related to Fisher’s linear discriminant, and was created to binarize the histogram of pixels in a grayscale image by optimally picking the black/white threshold that minimizes intra-class variance and maximizes inter-class variance within/between grayscales assigned to black and white pixel classes.

37.4 Multiclass LDA

In the case where there are more than two classes, the analysis used in the derivation of the Fisher discriminant can be extended to find a subspace which appears to contain all of the class variability. This generalization is due to C.R. Rao.[8] Suppose that each of \( C \) classes has a mean \( \mu_i \) and the same covariance \( \Sigma \). Then the scatter between class variability may be defined by the sample covariance of the class means:

\[ \Sigma_b = \frac{1}{C} \sum_{i=1}^{C} (\mu_i - \mu)(\mu_i - \mu)^T \]

where \( \mu \) is the mean of the class means. The class separation in a direction \( \vec{w} \) in this case will be given by

\[ S = \frac{\vec{w}^T \Sigma_b \vec{w}}{\vec{w}^T \Sigma \vec{w}} \]

This means that when \( \vec{w} \) is an eigenvector of \( \Sigma^{-1} \Sigma_b \), the separation will be equal to the corresponding eigenvalue.

If \( \Sigma^{-1} \Sigma_b \) is diagonalizable, the variability between features will be contained in the subspace spanned by the eigenvectors corresponding to the \( C - 1 \) largest eigenvalues (since \( \Sigma_b \) is of rank \( C - 1 \) at most). These eigenvectors are primarily used in feature reduction, as in PCA. The eigenvectors corresponding to the smaller eigenvalues will tend to be very sensitive to the exact choice of training data, and it is often necessary to use regularisation as described in the next section.
If classification is required, instead of dimension reduction, there are a number of alternative techniques available. For instance, the classes may be partitioned, and a standard Fisher discriminant or LDA used to classify each partition. A common example of this is “one against the rest” where the points from one class are put in one group, and everything else in the other, and then LDA applied. This will result in C classifiers, whose results are combined. Another common method is pairwise classification, where a new classifier is created for each pair of classes (giving $C(C - 1)/2$ classifiers in total), with the individual classifiers combined to produce a final classification.

### 37.5 Practical use

In practice, the class means and covariances are not known. They can, however, be estimated from the training set. Either the maximum likelihood estimate or the maximum a posteriori estimate may be used in place of the exact value in the above equations. Although the estimates of the covariance may be considered optimal in some sense, this does not mean that the resulting discriminant obtained by substituting these values is optimal in any sense, even if the assumption of normally distributed classes is correct.

Another complication in applying LDA and Fisher’s discriminant to real data occurs when the number of measurements of each sample exceeds the number of samples in each class. In this case, the covariance estimates do not have full rank, and so cannot be inverted. There are a number of ways to deal with this. One is to use a pseudo inverse instead of the usual matrix inverse in the above formulae. However, better numeric stability may be achieved by first projecting the problem onto the subspace spanned by $\Sigma_0$. Another strategy to deal with small sample size is to use a shrinkage estimator of the covariance matrix, which can be expressed mathematically as

$$\Sigma = (1 - \lambda)\Sigma + \lambda I$$

where $I$ is the identity matrix, and $\lambda$ is the shrinkage intensity or regularisation parameter. This leads to the framework of regularized discriminant analysis or shrinkage discriminant analysis.

Also, in many practical cases linear discriminants are not suitable. LDA and Fisher’s discriminant can be extended for use in non-linear classification via the kernel trick. Here, the original observations are effectively mapped into a higher dimensional non-linear space. Linear classification in this non-linear space is then equivalent to non-linear classification in the original space. The most commonly used example of this is the kernel Fisher discriminant.

LDA can be generalized to multiple discriminant analysis, where $c$ becomes a categorical variable with $N$ possible states, instead of only two. Analogously, if the class-conditional densities $p(\vec{x} | c = i)$ are normal with shared covariances, the sufficient statistic for $P(c | \vec{x})$ are the values of $N$ projections, which are the subspace spanned by the $N$ means, affine projected by the inverse covariance matrix. These projections can be found by solving a generalized eigenvalue problem, where the numerator is the covariance matrix formed by treating the means as the samples, and the denominator is the shared covariance matrix.

### 37.6 Applications

In addition to the examples given below, LDA is applied in positioning and product management.

#### 37.6.1 Bankruptcy prediction

Bankruptcy prediction based on accounting ratios and other financial variables, linear discriminant analysis was the first statistical method applied to systematically explain which firms entered bankruptcy vs. survived. Despite limitations including known nonconformance of accounting ratios to the normal distribution assumptions of LDA, Edward Altman’s 1968 model is still a leading model in practical applications.

#### 37.6.2 Face recognition

In computerised face recognition, each face is represented by a large number of pixel values. Linear discriminant analysis is primarily used here to reduce the number of features to a more manageable number before classification. Each of the new dimensions is a linear combination of pixel values, which form a template. The linear combinations obtained using Fisher’s linear discriminant are called Fisher faces, while those obtained using the related principal component analysis are called eigenfaces.

#### 37.6.3 Marketing

In marketing, discriminant analysis was once often used to determine the factors which distinguish different types of customers and/or products on the basis of surveys or other forms of collected data. Logistic regression or other methods are now more commonly used. The use of discriminant analysis in marketing can be described by the following steps:

1. Formulate the problem and gather data — Identify the salient attributes consumers use to evaluate products in this category — Use quantitative marketing research techniques (such as surveys) to collect...
data from a sample of potential customers concerning their ratings of all the product attributes. The data collection stage is usually done by marketing research professionals. Survey questions ask the respondent to rate a product from one to five (or 1 to 7, or 1 to 10) on a range of attributes chosen by the researcher. Anywhere from five to twenty attributes are chosen. They could include things like: ease of use, weight, accuracy, durability, colourfulness, price, or size. The attributes chosen will vary depending on the product being studied. The same question is asked about all the products in the study. The data for multiple products is codified and input into a statistical program such as R, SPSS or SAS. (This step is the same as in Factor analysis).

2. Estimate the Discriminant Function Coefficients and determine the statistical significance and validity — Choose the appropriate discriminant analysis method. The direct method involves estimating the discriminant function so that all the predictors are assessed simultaneously. The stepwise method enters the predictors sequentially. The two-group method should be used when the dependent variable has two categories or states. The multiple discriminant method is used when the dependent variable has three or more categorical states. Use Wilks’s Lambda to test for significance in SPSS or F stat in SAS. The most common method used to test validity is to split the sample into an estimation or analysis sample, and a validation or holdout sample. The estimation sample is used in constructing the discriminant function. The validation sample is used to construct a classification matrix which contains the number of correctly classified and incorrectly classified cases. The percentage of correctly classified cases is called the hit ratio.

3. Plot the results on a two dimensional map, define the dimensions, and interpret the results. The statistical program (or a related module) will map the results. The map will plot each product (usually in two-dimensional space). The distance of products to each other indicate either how different they are. The dimensions must be labelled by the researcher. This requires subjective judgement and is often very challenging. See perceptual mapping.

37.6.4 Biomedical studies
The main application of discriminant analysis in medicine is the assessment of severity state of a patient and prognosis of disease outcome. For example, during retrospective analysis, patients are divided into groups according to severity of disease – mild, moderate and severe form. Then results of clinical and laboratory analyses are studied in order to reveal variables which are statistically different in studied groups. Using these variables, discriminant functions are built which help to objectively classify disease in a future patient into mild, moderate or severe form.

In biology, similar principles are used in order to classify and define groups of different biological objects, for example, to define phage types of Salmonella enteritidis based on Fourier transform infrared spectra, to detect animal source of Escherichia coli studying its virulence factors etc.

37.6.5 Earth Science
This method can be used to separate the alteration zones. For example, when different data from various zones are available, discriminate analysis can find the pattern within the data and classify the them effectively.

37.7 See also
- Data mining
- Decision tree learning
- Factor analysis
- Kernel Fisher discriminant analysis
- Logit (for logistic regression)
- Multidimensional scaling
- Multilinear subspace learning
- Pattern recognition
- Perceptron
- Preference regression
- Quadratic classifier

37.8 References


37.9 Further reading


37.10 External links

- ALGLIB contains open-source LDA implementation in C# / C++ / Pascal / VBA.
- Psychometrica.de open-source LDA implementation in Java
- LDA tutorial using MS Excel
- Biomedical statistics. Discriminant analysis
Chapter 38
Naive Bayes classifier

In machine learning, naive Bayes classifiers are a family of simple probabilistic classifiers based on applying Bayes’ theorem with strong (naive) independence assumptions between the features.

Naive Bayes has been studied extensively since the 1950s. It was introduced under a different name into the text retrieval community in the early 1960s, and remains a popular (baseline) method for text categorization, the problem of judging documents as belonging to one category or the other (such as spam or legitimate, sports or politics, etc.) with word frequencies as the features. With appropriate preprocessing, it is competitive in this domain with more advanced methods including support vector machines.

Naive Bayes classifiers are highly scalable, requiring a number of parameters linear in the number of variables (features/predictors) in a learning problem. Maximum-likelihood training can be done by evaluating a closed-form expression, which takes linear time, rather than by expensive iterative approximation as used for many other types of classifiers.

In the statistics and computer science literature, Naive Bayes models are known under a variety of names, including simple Bayes and independence Bayes. All these names reference the use of Bayes’ theorem in the classifier’s decision rule, but naive Bayes is not (necessarily) a Bayesian method. Russell and Norvig note that "[naive Bayes] is sometimes called a Bayesian classifier, a somewhat careless usage that has prompted true Bayesians to call it the idiot Bayes model." Still, a comprehensive comparison with other classification algorithms in 2006 showed that Bayes classification is outperformed by other approaches, such as boosted trees or random forests.

An advantage of naive Bayes is that it only requires a small amount of training data to estimate the parameters necessary for classification.

38.2 Probabilistic model

Abstractly, naive Bayes is a conditional probability model: given a problem instance to be classified, represented by a vector \( x = (x_1, \ldots, x_n) \) representing some \( n \) features (independent variables), it assigns to this instance probabilities

\[
p(C_k|x_1, \ldots, x_n)
\]

for each of \( k \) possible outcomes or classes.

The problem with the above formulation is that if the number of features \( n \) is large or if a feature can take on
a large number of values, then basing such a model on probability tables is infeasible. We therefore reformulate the model to make it more tractable. Using Bayes’ theorem, the conditional probability can be decomposed as

\[ p(C_k|x) = \frac{p(C_k) \ p(x|C_k)}{p(x)} \]

In plain English, using Bayesian probability terminology, the above equation can be written as

\[
\text{posterior} = \frac{\text{prior} \times \text{likelihood}}{\text{evidence}}
\]

In practice, there is interest only in the numerator of that fraction, because the denominator does not depend on \( C \) and the values of the features \( F_i \) are given, so that the denominator is effectively constant. The numerator is equivalent to the joint probability model

\[ p(C_k, x_1, \ldots, x_n) \]

which can be rewritten as follows, using the chain rule for repeated applications of the definition of conditional probability:

\[
p(C_k, x_1, \ldots, x_n) = p(C_k) \ \ p(x_1, \ldots, x_n|C_k) \\
= p(C_k) \ \ p(x_1|C_k) \ \ p(x_2, \ldots, x_n|C_k, x_1) \\
= p(C_k) \ \ p(x_1|C_k) \ \ p(x_2|C_k, x_1) \ \ p(x_3|C_k, x_1, x_2) \ldots p(x_n|C_k, x_1, \ldots, x_{n-1})
\]

Now the “naive” conditional independence assumptions come into play: assume that each feature \( F_i \) is conditionally independent of every other feature \( F_j \) for \( j \neq i \), given the category \( C \). This means that

\[
p(x_i|C_k, x_j) = p(x_i|C_k) \\
p(x_i|C_k, x_j, x_k) = p(x_i|C_k) \\
p(x_i|C_k, x_j, x_k, x_l) = p(x_i|C_k)
\]

and so on, for \( i \neq j, k, l \). Thus, the joint model can be expressed as

\[
p(C_k|x_1, \ldots, x_n) \propto p(C_k, x_1, \ldots, x_n) \\
\propto p(C_k) \ \ p(x_1|C_k) \ \ p(x_2|C_k, x_1) \ \ p(x_3|C_k, x_1, x_2) \ldots p(x_n|C_k, x_1, \ldots, x_{n-1})
\]

This means that under the above independence assumptions, the conditional distribution over the class variable \( C \) is:

\[
p(C_k|x_1, \ldots, x_n) = \frac{1}{Z} p(C_k) \prod_{i=1}^{n} p(x_i|C_k)
\]

where the evidence \( Z = p(x) \) is a scaling factor dependent only on \( x_1, \ldots, x_n \), that is, a constant if the values of the feature variables are known.

### 38.2.1 Constructing a classifier from the probability model

The discussion so far has derived the independent feature model, that is, the naive Bayes probability model. The naive Bayes classifier combines this model with a decision rule. One common rule is to pick the hypothesis that is most probable; this is known as the maximum a posteriori or MAP decision rule. The corresponding classifier, a Bayes classifier, is the function that assigns a class label \( \hat{y} = C_k \) for some \( k \) as follows:

\[
\hat{y} = \text{argmax}_{k \in \{1, \ldots, k\}} \ p(C_k) \prod_{i=1}^{n} p(x_i|C_k).
\]

### 38.3 Parameter estimation and event models

A class’ prior may be calculated by assuming equiprobable classes (i.e., priors = 1 / (number of classes)), or by calculating an estimate for the class probability from the training set (i.e., (prior for a given class) = (number of training set samples in the class) / (total number of training set samples)). To estimate the parameters for a feature’s distribution, one must assume a distribution or generate nonparametric models for the features from the training set.[8]

The assumptions on distributions of features are called the event model of the Naive Bayes classifier. For discrete features like the ones encountered in document classification (include spam filtering), multinomial and Bernoulli distributions are popular. These assumptions lead to two distinct models, which are often confused.[9][10]

### 38.3.1 Gaussian naive Bayes

When dealing with continuous data, a typical assumption is that the continuous values associated with each class are distributed according to a Gaussian distribution. For example, suppose the training data contain a continuous attribute, \( x \). We first segment the data by the class, and then compute the mean and variance of \( x \) in each class. Let \( \mu_c \) be the mean of the values in \( x \) associated with class \( c \), and let \( \sigma^2_c \) be the variance of the values in \( x \) associated with class \( c \). Then, the probability distribution of
some value given a class, \( p(x = v | c) \), can be computed by plugging \( v \) into the equation for a Normal distribution parameterized by \( \mu_c \) and \( \sigma^2_c \). That is,

\[
p(x = v | c) = \frac{1}{\sqrt{2\pi\sigma^2_c}} e^{-\frac{(v - \mu_c)^2}{2\sigma^2_c}}
\]

Another common technique for handling continuous values is to use binning to discretize the feature values, to obtain a new set of Bernoulli-distributed features; some literature in fact suggests that this is necessary to apply naive Bayes, but it is not, and the discretization may throw away discriminative information.\(^{[4]}\)

### 38.3.2 Multinomial naive Bayes

With a multinomial event model, samples (feature vectors) represent the frequencies with which certain events have been generated by a multinomial \((p_1, \ldots, p_n)\) where \(p_i\) is the probability that event \(i\) occurs (or \(K\) such multinomials in the multiclass case). A feature vector \(x = (x_1, \ldots, x_n)\) is then a histogram, with \(x_i\) counting the number of times event \(i\) was observed in a particular instance. This is the event model typically used for document classification, with events representing the occurrence of a word in a single document (see bag of words assumption). The likelihood of observing a histogram \(x\) is given by

\[
p(x | C_k) = \frac{(\sum_i x_i)!}{\prod_i x_i!} \prod_i p_{ki}^{x_i}
\]

The multinomial naive Bayes classifier becomes a linear classifier when expressed in log-space:\(^{[2]}\)

\[
\log p(C_k | x) \propto \log \left( p(C_k) \prod_{i=1}^{n} p_{ki}^{x_i} \right)
= \log p(C_k) + \sum_{i=1}^{n} x_i \log p_{ki}
= b + \mathbf{w}_k^\top \mathbf{x}
\]

where \(b = \log p(C_k)\) and \(w_{ki} = \log p_{ki}\).

If a given class and feature value never occur together in the training data, then the frequency-based probability estimate will be zero. This is problematic because it will wipe out all information in the other probabilities when they are multiplied. Therefore, it is often desirable to incorporate a small-sample correction, called pseudocount, in all probability estimates such that no probability is ever set to be exactly zero. This way of regularizing naive Bayes is called Laplace smoothing when the pseudocount is one, and Lidstone smoothing in the general case.

Rennie et al. discuss problems with the multinomial assumption in the context of document classification and possible ways to alleviate those problems, including the use of tf–idf weights instead of raw term frequencies and document length normalization, to produce a naive Bayes classifier that is competitive with support vector machines.\(^{[2]}\)

#### 38.3.3 Bernoulli naive Bayes

In the multivariate Bernoulli event model, features are independent booleans (binary variables) describing inputs. Like the multinomial model, this model is popular for document classification tasks,\(^{[6]}\) where binary term occurrence features are used rather than term frequencies. If \(x_i\) is a boolean expressing the occurrence or absence of the \(i\)'th term from the vocabulary, then the likelihood of a document given a class \(C_k\) is given by\(^{[9]}\)

\[
p(x | C_k) = \prod_{i=1}^{n} p_{ki}^{x_i} (1 - p_{ki})^{1-x_i}
\]

where \(p_{ki}\) is the probability of class \(C_k\) generating the term \(w_i\). This event model is especially popular for classifying short texts. It has the benefit of explicitly modelling the absence of terms. Note that a naive Bayes classifier with a Bernoulli event model is not the same as a multinomial NB classifier with frequency counts truncated to one.

#### 38.3.4 Semi-supervised parameter estimation

Given a way to train a naive Bayes classifier from labeled data, it's possible to construct a semi-supervised training algorithm that can learn from a combination of labeled and unlabeled data by running the supervised learning algorithm in a loop:\(^{[11]}\)

Given a collection \(D = L \cup U\) of labeled samples \(L\) and unlabeled samples \(U\), start by training a naive Bayes classifier on \(L\).

Until convergence, do:

1. Predict class probabilities \(P(C|x)\) for all examples \(x\) in \(D\).
2. Re-train the model based on the probabilities (not the labels) predicted in the previous step.

Convergence is determined based on improvement to the model likelihood \(P(D|\theta)\), where \(\theta\) denotes the parameters of the naive Bayes model.

This training algorithm is an instance of the more general expectation–maximization algorithm (EM): the prediction step inside the loop is the \(E\)-step of EM, while the
re-training of naive Bayes is the $M$-step. The algorithm is formally justified by the assumption that the data are generated by a mixture model, and the components of this mixture model are exactly the classes of the classification problem.[13]

### 38.4 Discussion

Despite the fact that the far-reaching independence assumptions are often inaccurate, the naive Bayes classifier has several properties that make it surprisingly useful in practice. In particular, the decoupling of the class conditional feature distributions means that each distribution can be independently estimated as a one-dimensional distribution. This helps alleviate problems stemming from the curse of dimensionality, such as the need for data sets that scale exponentially with the number of features. While naive Bayes often fails to produce a good estimate for the correct class probabilities,[12] this may not be a requirement for many applications. For example, the naive Bayes classifier will make the correct MAP decision rule classification so long as the correct class is more probable than any other class. This is true regardless of whether the probability estimate is slightly, or even grossly inaccurate. In this manner, the overall classifier can be robust enough to ignore serious deficiencies in its underlying naive probability model.[3] Other reasons for the observed success of the naive Bayes classifier are discussed in the literature cited below.

#### 38.4.1 Relation to logistic regression

In the case of discrete inputs (indicator or frequency features for discrete events), naive Bayes classifiers form a generative-discriminative pair with (multinomial) logistic regression classifiers: each naive Bayes classifier can be considered a way of fitting a probability model that optimizes the joint likelihood $p(C, x)$, while logistic regression fits the same probability model to optimize the conditional $p(C|x)$.\[13\]

The link between the two can be seen by observing that the decision function for naive Bayes (in the binary case) can be rewritten as “predict class $C_1$ if the odds of $p(C_1|x)$ exceed those of $p(C_2|x)$ ”. Expressing this in log-space gives:

$$
\log \frac{p(C_1|x)}{p(C_2|x)} = \log p(C_1|x) - \log p(C_2|x) > 0
$$

The left-hand side of this equation is the log-odds, or logit, the quantity predicted by the linear model that underlies logistic regression. Since naive Bayes is also a linear model for the two “discrete” event models, it can be reparametrised as a linear function $b + w^\top x > 0$. Obtaining the probabilities is then a matter of applying the logistic function to $b + w^\top x$, or in the multiclass case, the softmax function.

Discriminative classifiers have lower asymptotic error than generative ones; however, research by Ng and Jordan has shown that in some practical cases naive Bayes can outperform logistic regression because it reaches its asymptotic error faster.[13]

### 38.5 Examples

#### 38.5.1 Sex classification

**Problem:** classify whether a given person is a male or a female based on the measured features. The features include height, weight, and foot size.

**Training**

Example training set below.

The classifier created from the training set using a Gaussian distribution assumption would be (given variances are unbiased sample variances):

Let’s say we have equiprobable classes so $P(\text{male}) = P(\text{female}) = 0.5$. This prior probability distribution might be based on our knowledge of frequencies in the larger population, or on frequency in the training set.

**Testing**

Below is a sample to be classified as a male or female.

We wish to determine which posterior is greater, male or female. For the classification as male the posterior is given by

$$
\text{posterior (male)} = \frac{P(\text{male}) p(\text{height|male}) p(\text{weight|male}) p(\text{footsize|male})}{\text{evidence}}
$$

For the classification as female the posterior is given by

$$
\text{posterior (female)} = \frac{P(\text{female}) p(\text{height|female}) p(\text{weight|female}) p(\text{footsize|female})}{\text{evidence}}
$$

The evidence (also termed normalizing constant) may be calculated:

$$
\text{evidence} = P(\text{male}) p(\text{height|male}) p(\text{weight|male}) p(\text{footsize|male}) + P(\text{female}) p(\text{height|female}) p(\text{weight|female}) p(\text{footsize|female})
$$

However, given the sample the evidence is a constant and thus scales both posteriors equally. It therefore does not
affect classification and can be ignored. We now determine the probability distribution for the sex of the sample.

\[ P(\text{male}) = 0.5 \]

\[ p(\text{height}|\text{male}) = \frac{1}{\sqrt{2\pi\sigma^2}} \exp \left( \frac{-[(6 - \mu)^2]}{2\sigma^2} \right) \approx 1.5789 \]

where \( \mu = 5.855 \) and \( \sigma^2 = 3.5033 \cdot 10^{-2} \) are the parameters of normal distribution which have been previously determined from the training set. Note that a value greater than 1 is OK here – it is a probability density rather than a probability, because height is a continuous variable.

\[ p(\text{weight}|\text{male}) = 5.9881 \cdot 10^{-6} \]

\[ p(\text{foot size}|\text{male}) = 1.3112 \cdot 10^{-3} \]

posterior numerator (male) = their product = 6.1984 \cdot 10^{-9}

\[ P(\text{female}) = 0.5 \]

\[ p(\text{height}|\text{female}) = 2.2346 \cdot 10^{-1} \]

\[ p(\text{weight}|\text{female}) = 1.6789 \cdot 10^{-2} \]

\[ p(\text{foot size}|\text{female}) = 2.8669 \cdot 10^{-1} \]

posterior numerator (female) = their product = 5.3778 \cdot 10^{-10}

Since posterior numerator is greater in the female case, we predict the sample is female.

### 38.5.2 Document classification

Here is a worked example of naive Bayesian classification to the document classification problem. Consider the problem of classifying documents by their content, for example into spam and non-spam e-mails. Imagine that documents are drawn from a number of classes of documents which can be modelled as sets of words where the (independent) probability that the i-th word of a given document occurs in a document from class C can be written as

\[ p(w_i|C) \]

(For this treatment, we simplify things further by assuming that words are randomly distributed in the document - that is, words are not dependent on the length of the document, position within the document with relation to other words, or other document-context.)

Then the probability that a given document \( D \) contains all of the words \( w_i \), given a class \( C \), is

\[ p(D|C) = \prod_i p(w_i|C) \]

The question that we desire to answer is: “what is the probability that a given document \( D \) belongs to a given class \( C \)?” In other words, what is \( p(C|D) \)?

Now by definition

\[ p(D|C) = \frac{p(D \cap C)}{p(C)} \]

and

\[ p(C|D) = \frac{p(D \cap C)}{p(D)} \]

Bayes’ theorem manipulates these into a statement of probability in terms of likelihood.

\[ p(C|D) = \frac{p(C)}{p(D)} p(D|C) \]

Assume for the moment that there are only two mutually exclusive classes, \( S \) and \( \neg S \) (e.g. spam and not spam), such that every element (email) is in either one or the other;

\[ p(D|S) = \prod_i p(w_i|S) \]

and

\[ p(D|\neg S) = \prod_i p(w_i|\neg S) \]

Using the Bayesian result above, we can write:

\[ p(S|D) = \frac{p(S)}{p(D)} \prod_i p(w_i|S) \]

\[ p(\neg S|D) = \frac{p(\neg S)}{p(D)} \prod_i p(w_i|\neg S) \]

Dividing one by the other gives:

\[ \frac{p(S|D)}{p(\neg S|D)} = \frac{p(S) \prod_i p(w_i|S)}{p(\neg S) \prod_i p(w_i|\neg S)} \]

Which can be re-factoried as:

\[ \frac{p(S|D)}{p(\neg S|D)} = \frac{p(S)}{p(\neg S)} \prod_i \frac{p(w_i|S)}{p(w_i|\neg S)} \]

Thus, the probability ratio \( p(S \mid D) / p(\neg S \mid D) \) can be expressed in terms of a series of likelihood ratios. The actual probability \( p(S \mid D) \) can be easily computed from
log \left( \frac{p(S \mid D)}{p(\neg S \mid D)} \right) \text{ based on the observation that } p(S \mid D) + p(\neg S \mid D) = 1.

Taking the logarithm of all these ratios, we have:

\[ \ln \frac{p(S \mid D)}{p(\neg S \mid D)} = \ln \frac{p(S)}{p(\neg S)} + \sum_i \ln \frac{p(w_i \mid S)}{p(w_i \mid \neg S)} \]

(This technique of "log-likelihood ratios" is a common technique in statistics. In the case of two mutually exclusive alternatives (such as this example), the conversion of a log-likelihood ratio to a probability takes the form of a sigmoid curve: see logit for details.)

Finally, the document can be classified as follows. It is spam if \( p(S \mid D) > p(\neg S \mid D) \) (i.e., \( \ln \frac{p(S \mid D)}{p(\neg S \mid D)} > 0 \)), otherwise it is not spam.

### 38.6 See also

- AODE
- Bayesian spam filtering
- Bayesian network
- Random naive Bayes
- Linear classifier
- Logistic regression
- Perceptron
- Take-the-best heuristic

### 38.7 References


### 38.7.1 Further reading


### 38.8 External links

- Book Chapter: Naïve Bayes text classification, Introduction to Information Retrieval
- Naïve Bayes for Text Classification with Unbalanced Classes
• Benchmark results of Naive Bayes implementations
• Hierarchical Naive Bayes Classifiers for uncertain data (an extension of the Naive Bayes classifier).

Software

• Naive Bayes classifiers are available in many general-purpose machine learning and NLP packages, including Apache Mahout, Mallet, NLTK, Orange, scikit-learn and Weka.
• IMSL Numerical Libraries Collections of math and statistical algorithms available in C/C++, Fortran, Java and C#/.NET. Data mining routines in the IMSL Libraries include a Naive Bayes classifier.
• Winnow content recommendation Open source Naive Bayes text classifier works with very small training and unbalanced training sets. High performance, C, any Unix.
• An interactive Microsoft Excel spreadsheet Naive Bayes implementation using VBA (requires enabled macros) with viewable source code.
• jBNC - Bayesian Network Classifier Toolbox
• Statistical Pattern Recognition Toolbox for Matlab.
• ifile - the first freely available (Naive) Bayesian mail/spam filter
• NClassifier - NClassifier is a .NET library that supports text classification and text summarization. It is a port of Classifier4J.
• Classifier4J - Classifier4J is a Java library designed to do text classification. It comes with an implementation of a Bayesian classifier.
Cross-validation (statistics)

Cross-validation, sometimes called rotation estimation,[1][2][3] is a model validation technique for assessing how the results of a statistical analysis will generalize to an independent data set. It is mainly used in settings where the goal is prediction, and one wants to estimate how accurately a predictive model will perform in practice. In a prediction problem, a model is usually given a dataset of known data on which training is run (training dataset), and a dataset of unknown data (or first seen data) against which the model is tested (testing dataset).[4] The goal of cross validation is to define a dataset to “test” the model in the training phase (i.e., the validation dataset), in order to limit problems like overfitting, give an insight on how the model will generalize to an independent dataset (i.e., an unknown dataset, for instance from a real problem), etc.

One round of cross-validation involves partitioning a sample of data into complementary subsets, performing the analysis on one subset (called the training set), and validating the analysis on the other subset (called the validation set or testing set). To reduce variability, multiple rounds of cross-validation are performed using different partitions, and the validation results are averaged over the rounds.

Cross-validation is important in guarding against testing hypotheses suggested by the data (called Type III errors)[5], especially where further samples are hazardous, costly or impossible to collect.

Furthermore, one of the main reasons for using cross-validation instead of using the conventional validation (e.g. partitioning the data set into two sets of 70% for training and 30% for test) is that the error (e.g. Root Mean Square Error) on the training set in the conventional validation is not a useful estimator of model performance and thus the error on the test data set does not properly represent the assessment of model performance. This may be due to the fact that there is not enough data available or there is not a good distribution and spread of data to partition it into separate training and test sets in the conventional validation method. In these cases, a fair way to properly estimate model prediction performance is to use cross-validation as a powerful general technique.[6]

In summary, cross-validation combines (averages) measures of fit (prediction error) to correct for the optimistic nature of training error and derive a more accurate estimate of model prediction performance.[6]

39.1 Purpose of cross-validation

Suppose we have a model with one or more unknown parameters, and a data set to which the model can be fit (the training data set). The fitting process optimizes the model parameters to make the model fit the training data as well as possible. If we then take an independent sample of validation data from the same population as the training data, it will generally turn out that the model does not fit the validation data as well as it fits the training data. This is called overfitting, and is particularly likely to happen when the size of the training data set is small, or when the number of parameters in the model is large. Cross-validation is a way to predict the fit of a model to a hypothetical validation set when an explicit validation set is not available.

Linear regression provides a simple illustration of overfitting. In linear regression we have real response values $y_1$, ..., $y_n$, and $n$ p-dimensional vector covariates $x_1$, ..., $x_n$. The components of the vectors $x_i$ are denoted $x_{i1}$, ..., $x_{ip}$. If we use least squares to fit a function in the form of a hyperplane $y = a + \beta^T x$ to the data $(x_i, y_i)_{i=1}^n$, we could then assess the fit using the mean squared error (MSE). The MSE for a given value of the parameters $a$ and $\beta$ on the training set $(x_i, y_i)_{i=1}^n$ is

$$\frac{1}{n} \sum_{i=1}^n (y_i - a - \beta^T x_i)^2 = \frac{1}{n} \sum_{i=1}^n (y_i - a - \beta_1 x_{i1} - \cdots - \beta_p x_{ip})^2$$

It can be shown under mild assumptions that the expected value of the MSE for the training set is $(n - p - 1)/(n + p + 1) < 1$ times the expected value of the MSE for the validation set (the expected value is taken over the distribution of training sets). Thus if we fit the model and compute the MSE on the training set, we will get an optimistically biased assessment of how well the model will fit an independent data set. This biased estimate is called the in-sample estimate of the fit, whereas the cross-validation estimate is an out-of-sample estimate.
Since in linear regression it is possible to directly compute the factor \((n - p - 1)/(n + p + 1)\) by which the training MSE underestimates the validation MSE, cross-validation is not practically useful in that setting (however, cross-validation remains useful in the context of linear regression in that it can be used to select an optimally regularized cost function). In most other regression procedures (e.g. logistic regression), there is no simple formula to make such an adjustment. Cross-validation is, thus, a generally applicable way to predict the performance of a model on a validation set using computation in place of mathematical analysis.

39.2 Common types of cross-validation

Two types of cross-validation can be distinguished, exhaustive and non-exhaustive cross-validation.

39.2.1 Exhaustive cross-validation

Exhaustive cross-validation methods are cross-validation methods which learn and test on all possible ways to divide the original sample into a training and a validation set.

**Leave-p-out cross-validation**

Leave-\(p\)-out cross-validation (LPO CV) involves using \(p\) observations as the validation set and the remaining observations as the training set. This is repeated on all ways to cut the original sample on a validation set of \(p\) observations and a training set.

LPO cross-validation requires to learn and validate \(C_n^p\) times (where \(n\) is the number of observations in the original sample). So as soon as \(n\) is quite big it becomes impossible to calculate. (See Binomial coefficient)

**Leave-one-out cross-validation**

Leave-one-out cross-validation (LOOCV) is a particular case of leave-\(p\)-out cross-validation with \(p = 1\).

LOO cross-validation doesn’t have the calculation problem of general LPO cross-validation because \(C_1^n = n\).

39.2.2 Non-exhaustive cross-validation

Non-exhaustive cross validation methods do not compute all ways of splitting the original sample. Those methods are approximations of leave-\(p\)-out cross-validation.

**\(k\)-fold cross-validation**

In \(k\)-fold cross-validation, the original sample is randomly partitioned into \(k\) equal sized subsamples. Of the \(k\) subsamples, a single subsample is retained as the validation data for testing the model, and the remaining \(k - 1\) subsamples are used as training data. The cross-validation process is then repeated \(k\) times (the folds), with each of the \(k\) subsamples used exactly once as the validation data. The \(k\) results from the folds can then be averaged (or otherwise combined) to produce a single estimation. The advantage of this method over repeated random sub-sampling (see below) is that all observations are used for both training and validation, and each observation is used for validation exactly once. 10-fold cross-validation is commonly used, but in general \(k\) remains an unfixed parameter.

When \(k = n\) (the number of observations), the \(k\)-fold cross-validation is exactly the leave-one-out cross-validation.

In stratified \(k\)-fold cross-validation, the folds are selected so that the mean response value is approximately equal in all the folds. In the case of a dichotomous classification, this means that each fold contains roughly the same proportions of the two types of class labels.

**2-fold cross-validation**

This is the simplest variation of \(k\)-fold cross-validation. Also called holdout method. For each fold, we randomly assign data points to two sets \(d_0\) and \(d_1\), so that both sets are equal size (this is usually implemented by shuffling the data array and then splitting it in two). We then train on \(d_0\) and test on \(d_1\), followed by training on \(d_1\) and testing on \(d_0\).

This has the advantage that our training and test sets are both large, and each data point is used for both training and validation on each fold.

**Repeated random sub-sampling validation**

This method randomly splits the dataset into training and validation data. For each such split, the model is fit to the training data, and predictive accuracy is assessed using the validation data. The results are then averaged over the splits. The advantage of this method (over \(k\)-fold cross validation) is that the proportion of the training/validation split is not dependent on the number of iterations (folds). The disadvantage of this method is that some observations may never be selected in the validation subsample, whereas others may be selected more than once. In other words, validation subsets may overlap. This method also exhibits Monte Carlo variation, meaning that the results will vary if the analysis is repeated with different random splits.

When the number of random splits goes to infinity, the
Repeated random sub-sampling validation become arbitrary close to the leave-p-out cross-validation.

In a stratified variant of this approach, the random samples are generated in such a way that the mean response value (i.e. the dependent variable in the regression) is equal in the training and testing sets. This is particularly useful if the responses are dichotomous with an unbalanced representation of the two response values in the data.

### 39.3 Measures of fit

The goal of cross-validation is to estimate the expected level of fit of a model to a data set that is independent of the data that were used to train the model. It can be used to estimate any quantitative measure of fit that is appropriate for the data and model. For example, for binary classification problems, each case in the validation set is either predicted correctly or incorrectly. In this situation the misclassification error rate can be used to summarize the fit, although other measures like positive predictive value could also be used. When the value being predicted is continuously distributed, the mean squared error, root mean squared error or median absolute deviation could be used to summarize the errors.

### 39.4 Applications

Cross-validation can be used to compare the performances of different predictive modeling procedures. For example, suppose we are interested in optical character recognition, and we are considering using either support vector machines (SVM) or k nearest neighbors (KNN) to predict the true character from an image of a handwritten character. Using cross-validation, we could objectively compare these two methods in terms of their respective fractions of misclassified characters. If we simply compared the methods based on their in-sample error rates, the KNN method would likely appear to perform better, since it is more flexible and hence more prone to overfitting compared to the SVM method.

Cross-validation can also be used in variable selection. Suppose we are using the expression levels of 20 proteins to predict whether a cancer patient will respond to a drug. A practical goal would be to determine which subset of the 20 features should be used to produce the best predictive model. For most modeling procedures, if we compare feature subsets using the in-sample error rates, the best performance will occur when all 20 features are used. However under cross-validation, the model with the best fit will generally include only a subset of the features that are deemed truly informative.

### 39.5 Statistical properties

Suppose we choose a measure of fit $F$, and use cross-validation to produce an estimate $F^*$ of the expected fit $EF$ of a model to an independent data set drawn from the same population as the training data. If we imagine sampling multiple independent training sets following the same distribution, the resulting values for $F^*$ will vary. The statistical properties of $F^*$ result from this variation.

The cross-validation estimator $F^*$ is very nearly unbiased for $EF$. The reason that it is slightly biased is that the training set in cross-validation is slightly smaller than the actual data set (e.g. for LOOCV the training set size is $n - 1$ when there are $n$ observed cases). In nearly all situations, the effect of this bias will be conservative in that the estimated fit will be slightly biased in the direction suggesting a poorer fit. In practice, this bias is rarely a concern.

The variance of $F^*$ can be large. For this reason, if two statistical procedures are compared based on the results of cross-validation, it is important to note that the procedure with the better estimated performance may not actually be the better of the two procedures (i.e. it may not have the better value of $EF$). Some progress has been made on constructing confidence intervals around cross-validation estimates, but this is considered a difficult problem.

### 39.6 Computational issues

Most forms of cross-validation are straightforward to implement as long as an implementation of the prediction method being studied is available. In particular, the prediction method need only be available as a “black box” – there is no need to have access to the internals of its implementation. If the prediction method is expensive to train, cross-validation can be very slow since the training must be carried out repeatedly. In some cases such as least squares and kernel regression, cross-validation can be sped up significantly by pre-computing certain values that are needed repeatedly in the training, or by using fast “updating rules” such as the Sherman–Morrison formula. However one must be careful to preserve the “total blinding” of the validation set from the training procedure, otherwise bias may result. An extreme example of accelerating cross-validation occurs in linear regression, where the results of cross-validation have a closed-form expression known as the prediction residual error sum of squares (PRESS).

### 39.7 Relationship to other forms of validation

In “true validation,” or “holdout validation,” a subset of observations is chosen randomly from the initial sample
to form a validation or testing set, and the remaining observations are retained as the training data. Normally, less than a third of the initial sample is used for validation data.[12]

39.8 Limitations and misuse

Cross-validation only yields meaningful results if the validation set and training set are drawn from the same population and only if human biases are controlled.

In many applications of predictive modeling, the structure of the system being studied evolves over time. Both of these can introduce systematic differences between the training and validation sets. For example, if a model for predicting stock values is trained on data for a certain five-year period, it is unrealistic to treat the subsequent five-year period as a draw from the same population. As another example, suppose a model is developed to predict an individual’s risk for being diagnosed with a particular disease within the next year. If the model is trained using data from a study involving only a specific population group (e.g. young people or males), but is then applied to the general population, the cross-validation results from the training set could differ greatly from the actual predictive performance.

In many applications, models also may be incorrectly specified and vary as a function of modeler biases and/or arbitrary choices. When this occurs, there may be an illusion that the system changes in external samples, whereas the reason is that the model has missed a critical predictor and/or included a confounded predictor. New evidence is that cross-validation by itself is not very predictive of external validity, whereas a form of experimental validation known as swap sampling that does control for human bias can be much more predictive of external validity.[13] As defined by this large MAQC-II study across 30,000 models, swap sampling incorporates cross-validation in the sense that predictions are tested across independent training and validation samples. Yet, models are also developed across these independent samples and by modelers who are blinded to one another. When there is a mismatch in these models developed across these swapped training and validation samples as happens quite frequently, MAQC-II shows that this will be much more predictive of poor external predictive validity than traditional cross-validation.

The reason for the success of the swapped sampling is a built-in control for human biases in model building. In addition to placing too much faith in predictions that may vary across modelers and lead to poor external validity due to these confounding modeler effects, these are some other ways that cross-validation can be misused:

- By performing an initial analysis to identify the most informative features using the entire data set – if feature selection or model tuning is required by the modeling procedure, this must be repeated on every training set. Otherwise, predictions will certainly be upwardly biased.[14] If cross-validation is used to decide which features to use, an inner cross-validation to carry out the feature selection on every training set must be performed.[15]
- By allowing some of the training data to also be included in the test set – this can happen due to “twinning” in the data set, whereby some exactly identical or nearly identical samples are present in the data set. Note that to some extent twinning always takes place even in perfectly independent training and validation samples. This is because some of the training sample observations will have nearly identical values of predictors as validation sample observations. And some of these will correlate with a target at better than chance levels in the same direction in both training and validation when they are actually driven by confounded predictors with poor external validity. If such a cross-validated model is selected from a k-fold set, human confirmation bias will be at work and determine that such a model has been validated. This is why traditional cross-validation needs to be supplemented with controls for human bias and confounded model specification like swap sampling and prospective studies.

It should be noted that some statisticians have questioned the usefulness of validation samples.[16]

39.9 See also

- Boosting (machine learning)
- Bootstrap aggregating (bagging)
- Bootstrapping (statistics)
- Resampling (statistics)

39.10 Notes and references

CHAPTER 39. CROSS-VALIDATION (STATISTICS)


Chapter 40

Unsupervised learning

In machine learning, the problem of unsupervised learning is that of trying to find hidden structure in unlabeled data. Since the examples given to the learner are unlabeled, there is no error or reward signal to evaluate a potential solution. This distinguishes unsupervised learning from supervised learning and reinforcement learning.

Unsupervised learning is closely related to the problem of density estimation in statistics. However unsupervised learning also encompasses many other techniques that seek to summarize and explain key features of the data. Many methods employed in unsupervised learning are based on data mining methods used to preprocess data.

Approaches to unsupervised learning include:

- clustering (e.g., k-means, mixture models, hierarchical clustering)
- Approaches for learning latent variable models such as
  - Expectation–maximization algorithm (EM)
  - Method of moments
  - Blind signal separation techniques, e.g.,
    - Principal component analysis,
    - Independent component analysis,
    - Non-negative matrix factorization,
    - Singular value decomposition

Among neural network models, the self-organizing map (SOM) and adaptive resonance theory (ART) are commonly used unsupervised learning algorithms. The SOM is a topographic organization in which nearby locations in the map represent inputs with similar properties. The ART model allows the number of clusters to vary with problem size and lets the user control the degree of similarity between members of the same clusters by means of a user-defined constant called the vigilance parameter. ART networks are also used for many pattern recognition tasks, such as automatic target recognition and seismic signal processing. The first version of ART was “ART1”, developed by Carpenter and Grossberg (1988).

### 40.1 Method of moments

One of the approaches in unsupervised learning is the method of moments. In the method of moments, the unknown parameters (of interest) in the model are related to the moments of one or more random variables, and thus, these unknown parameters can be estimated given the moments. The moments are usually estimated from samples in an empirical way. The basic moments are first and second order moments. For a random vector, the first order moment is the mean vector, and the second order moment is the covariance matrix (when the mean is zero). Higher order moments are usually represented using tensors which are the generalization of matrices to higher orders as multi-dimensional arrays.

In particular, the method of moments is shown to be effective in learning the parameters of latent variable models. Latent variable models are statistical models where in addition to the observed variables, a set of latent variables also exists which is not observed. A highly practical example of latent variable models in machine learning is the topic modeling which is a statistical model for generating the words (observed variables) in the document based on the topic (latent variable) of the document. In the topic modeling, the words in the document are generated according to different statistical parameters when the topic of the document is changed. It is shown that method of moments (tensor decomposition techniques) consistently recover the parameters of a large class of latent variable models under some assumptions.

Expectation–maximization algorithm (EM) is also one of the most practical methods for learning latent variable models. But, it can be stuck in local optima, and the global convergence of the algorithm to the true unknown parameters of the model is not guaranteed. While, for the method of moments, the global convergence is guaranteed under some conditions.

### 40.2 See also

- Cluster analysis
- Expectation–maximization algorithm
• Generative topographic map
• Multilinear subspace learning
• Multivariate analysis
• Radial basis function network

40.3 Notes


40.4 Further reading


Chapter 41

Cluster analysis

For the supervised learning approach, see Statistical classification.

Cluster analysis or clustering is the task of grouping a set of objects in such a way that objects in the same group (called a cluster) are more similar (in some sense or another) to each other than to those in other groups (clusters). It is a main task of exploratory data mining, and a common technique for statistical data analysis, used in many fields, including machine learning, pattern recognition, image analysis, information retrieval, and bioinformatics.

Cluster analysis itself is not one specific algorithm, but the general task to be solved. It can be achieved by various algorithms that differ significantly in their notion of what constitutes a cluster and how to efficiently find them. Popular notions of clusters include groups with small distances among the cluster members, dense areas of the data space, intervals or particular statistical distributions. Clustering can therefore be formulated as a multi-objective optimization problem. The appropriate clustering algorithm and parameter settings (including values such as the distance function to use, a density threshold or the number of expected clusters) depend on the individual data set and intended use of the results. Cluster analysis as such is not an automatic task, but an iterative process of knowledge discovery or interactive multi-objective optimization that involves trial and failure. It will often be necessary to modify data preprocessing and model parameters until the result achieves the desired properties.

Besides the term clustering, there are a number of terms with similar meanings, including automatic classification, numerical taxonomy, botryology (from Greek βότρυς “grape”) and typological analysis. The subtle differences are often in the usage of the results: while in data mining, the resulting groups are the matter of interest, in automatic classification the resulting discriminative power is of interest. This often leads to misunderstandings between researchers coming from the fields of data mining and machine learning, since they use the same terms and often the same algorithms, but have different goals.

Cluster analysis was originated in anthropology by Driver and Kroeber in 1932 and introduced to psychology by Zubin in 1938 and Robert Tryon in 1939[1][2] and famously used by Cattell beginning in 1943[3] for trait theory classification in personality psychology.

41.1 Definition

According to Vladimir Estivill-Castro, the notion of a “cluster” cannot be precisely defined, which is one of the reasons why there are so many clustering algorithms.[4] There is a common denominator: a group of data objects. However, different researchers employ different cluster models, and for each of these cluster models again different algorithms can be given. The notion of a cluster, as found by different algorithms, varies significantly in its properties. Understanding these “cluster models” is key to understanding the differences between the various algorithms. Typical cluster models include:

- Connectivity models: for example hierarchical clustering builds models based on distance connectivity.
- Centroid models: for example the k-means algorithm represents each cluster by a single mean vector.
- Distribution models: clusters are modeled using statistical distributions, such as multivariate normal distributions used by the Expectation-maximization algorithm.
41.2 Algorithms

Main category: Data clustering algorithms

Clustering algorithms can be categorized based on their cluster model, as listed above. The following overview will only list the most prominent examples of clustering algorithms, as there are possibly over 100 published clustering algorithms. Not all provide models for their clusters and can thus not easily be categorized. An overview of algorithms explained in Wikipedia can be found in the list of statistics algorithms.

There is no objectively “correct” clustering algorithm, but as it was noted, “clustering is in the eye of the beholder.”[4] The most appropriate clustering algorithm for a particular problem often needs to be chosen experimentally, unless there is a mathematical reason to prefer one cluster model over another. It should be noted that an algorithm that is designed for one kind of model has no chance on a data set that contains a radically different kind of model.[4] For example, k-means cannot find non-convex clusters.[4]
needs to choose appropriate clusters. They are not very robust towards outliers, which will either show up as additional clusters or even cause other clusters to merge (known as “chaining phenomenon”, in particular with single-linkage clustering). In the general case, the complexity is $O(n^2)$, which makes them too slow for large data sets. For some special cases, optimal efficient methods (of complexity $O(n \log n)$) are known: SLINK\(^5\) for single-linkage and CLINK\(^6\) for complete-linkage clustering. In the data mining community these methods are recognized as a theoretical foundation of cluster analysis, but often considered obsolete. They did however provide inspiration for many later methods such as density based clustering.

- Linkage clustering examples
- Single-linkage on Gaussian data. At 35 clusters, the biggest cluster starts fragmenting into smaller parts, while before it was still connected to the second largest due to the single-link effect.
- Single-linkage on density-based clusters. 20 clusters extracted, most of which contain single elements, since linkage clustering does not have a notion of “noise”.

41.2.2 Centroid-based clustering

Main article: k-means clustering

In centroid-based clustering, clusters are represented by a central vector, which may not necessarily be a member of the data set. When the number of clusters is fixed to $k$, k-means clustering gives a formal definition as an optimization problem: find the $k$ cluster centers and assign the objects to the nearest cluster center, such that the squared distances from the cluster are minimized.

The optimization problem itself is known to be NP-hard, and thus the common approach is to search only for approximate solutions. A particularly well known approximative method is Lloyd’s algorithm,\(^7\) often actually referred to as ”k-means algorithm”. It does however only find a local optimum, and is commonly run multiple times with different random initializations. Variations of k-means often include such optimizations as choosing the best of multiple runs, but also restricting the centroids to members of the data set (k-medoids), choosing medians (k-medians clustering), choosing the initial centers less randomly (K-means++) or allowing a fuzzy cluster assignment (Fuzzy c-means).

Most k-means-type algorithms require the number of clusters - $k$ - to be specified in advance, which is considered to be one of the biggest drawbacks of these algorithms. Furthermore, the algorithms prefer clusters of approximately similar size, as they will always assign an object to the nearest centroid. This often leads to incorrectly cut borders in between of clusters (which is not surprising, as the algorithm optimized cluster centers, not cluster borders).

K-means has a number of interesting theoretical properties. On the one hand, it partitions the data space into a structure known as a Voronoi diagram. On the other hand, it is conceptually close to nearest neighbor classification, and as such is popular in machine learning. Third, it can be seen as a variation of model based classification, and Lloyd’s algorithm as a variation of the Expectation-maximization algorithm for this model discussed below.

- k-Means clustering examples
- K-means separates data into Voronoi-cells, which assumes equal-sized clusters (not adequate here)
- K-means cannot represent density-based clusters

41.2.3 Distribution-based clustering

The clustering model most closely related to statistics is based on distribution models. Clusters can then easily be defined as objects belonging most likely to the same distribution. A convenient property of this approach is that this closely resembles the way artificial data sets are generated: by sampling random objects from a distribution.

While the theoretical foundation of these methods is excellent, they suffer from one key problem known as overfitting, unless constraints are put on the model complexity. A more complex model will usually be able to explain the data better, which makes choosing the appropriate model complexity inherently difficult.

One prominent method is known as Gaussian mixture models (using the expectation-maximization algorithm). Here, the data set is usually modelled with a fixed (to avoid overfitting) number of Gaussian distributions that are initialized randomly and whose parameters are iteratively optimized to fit better to the data set. This will converge to a local optimum, so multiple runs may produce different results. In order to obtain a hard clustering, objects are often then assigned to the Gaussian distribution they most likely belong to; for soft clusterings, this is not necessary.

Distribution-based clustering produces complex models for clusters that can capture correlation and dependence between attributes. However, these algorithms put an extra burden on the user: for many real data sets, there may be no concisely defined mathematical model (e.g. assuming Gaussian distributions is a rather strong assumption on the data).

- Expectation-Maximization (EM) clustering examples
• On Gaussian-distributed data, EM works well, since it uses Gaussians for modelling clusters
• Density-based clusters cannot be modeled using Gaussian distributions

41.2.4 Density-based clustering

In density-based clustering, clusters are defined as areas of higher density than the remainder of the data set. Objects in these sparse areas - that are required to separate clusters - are usually considered to be noise and border points.

The most popular density based clustering method is DBSCAN. In contrast to many newer methods, it features a well-defined cluster model called “density-reachability”. Similar to linkage based clustering, it is based on connecting points within certain distance thresholds. However, it only connects points that satisfy a density criterion, in the original variant defined as a minimum number of other objects within this radius. A cluster consists of all density-connected objects (which can form a cluster of an arbitrary shape, in contrast to many other methods) plus all objects that are within these objects’ range. Another interesting property of DBSCAN is that its complexity is fairly low - it requires a linear number of range queries on the database - and that it will discover essentially the same results (it is deterministic for core and noise points, but not for border points) in each run, therefore there is no need to run it multiple times. OPTICS is a generalization of DBSCAN that removes the need to choose an appropriate value for the range parameter $\varepsilon$, and produces a hierarchical result related to that of linkage clustering. DeLi-Clu Density-Link-Clustering combines ideas from single-linkage clustering and OPTICS, eliminating the $\varepsilon$ parameter entirely and offering performance improvements over OPTICS by using an R-tree index.

The key drawback of DBSCAN and OPTICS is that they expect some kind of density drop to detect cluster borders. Moreover, they cannot detect intrinsic cluster structures which are prevalent in the majority of real life data. A variation of DBSCAN, EnDBSCAN, efficiently detects such kinds of structures. On data sets with, for example, overlapping Gaussian distributions - a common use case in artificial data - the cluster borders produced by these algorithms will often look arbitrary, because the cluster density decreases continuously. On a data set consisting of mixtures of Gaussians, these algorithms are nearly always outperformed by methods such as EM clustering that are able to precisely model this kind of data.

Mean-shift is a clustering approach where each object is moved to the densest area in its vicinity, based on kernel density estimation. Eventually, objects converge to local maxima of density. Similar to k-means clustering, these “density attractors” can serve as representatives for the

• Density-based clustering examples
• Density-based clustering with DBSCAN
• DBSCAN assumes clusters of similar density, and may have problems separating nearby clusters
• OPTICS is a DBSCAN variant that handles different densities much better

41.2.5 Recent developments

In recent years considerable effort has been put into improving the performance of existing algorithms. Among them are CLARANS (Ng and Han, 1994), and BIRCH (Zhang et al., 1996). With the recent need to process larger and larger data sets (also known as big data), the willingness to trade semantic meaning of the generated clusters for performance has been increasing. This led to the development of pre-clustering methods such as canopy clustering, which can process huge data sets efficiently, but the resulting “clusters” are merely a rough pre-partitioning of the data set to then analyze the partitions with existing slower methods such as k-means clustering. Various other approaches to clustering have been tried such as seed based clustering.

For high-dimensional data, many of the existing methods fail due to the curse of dimensionality, which renders particular distance functions problematic in high-dimensional spaces. This led to new clustering algorithms for high-dimensional data that focus on subspace clustering (where only some attributes are used, and cluster models include the relevant attributes for the cluster) and correlation clustering that also looks for arbitrary rotated (“correlated”) subspace clusters that can be modeled by giving a correlation of their attributes. Examples for such clustering algorithms are CLIQUE and SUBCLU.

Ideas from density-based clustering methods (in particular the DBSCAN/OPTICS family of algorithms) have been adopted to subspace clustering (HiSC, hierarchical subspace clustering and DiSH) and correlation clustering (HiCO, hierarchical correlation clustering, 4C using “correlation connectivity” and ERIC exploring hierarchical density-based correlation clusters).

Several different clustering systems based on mutual information have been proposed. One is Marina Meilâ’s variation of information metric, another provides hierarchical clustering. Using genetic algorithms, a wide range of different fit-functions can be optimized, including mutual information. Also message passing algorithms, a recent development in Computer Science and Statistical Physics, has led to the creation of new types of clustering algorithms.
41.2.6 Other methods

- Basic sequential algorithmic scheme (BSAS)

41.3 Evaluation and assessment

Evaluation of clustering results sometimes is referred to as cluster validation. There have been several suggestions for a measure of similarity between two clusterings. Such a measure can be used to compare how well different data clustering algorithms perform on a set of data. These measures are usually tied to the type of criterion being considered in assessing the quality of a clustering method.

41.3.1 Internal evaluation

When a clustering result is evaluated based on the data that was clustered itself, this is called internal evaluation. These methods usually assign the best score to the algorithm that produces clusters with high similarity within a cluster and low similarity between clusters. One drawback of using internal criteria in cluster evaluation is that high scores on an internal measure do not necessarily result in effective information retrieval applications. Additionally, this evaluation is biased towards algorithms that use the same cluster model. For example k-Means clustering naturally optimizes object distances, and a distance-based internal criterion will likely overrate the resulting clustering.

Therefore, the internal evaluation measures are best suited to get some insight into situations where one algorithm performs better than another, but this shall not imply that one algorithm produces more valid results than another. Validity as measured by such an index depends on the claim that this kind of structure exists in the data set. An algorithm designed for some kind of models has no chance if the data set contains a radically different set of models, or if the evaluation measures a radically different criterion. For example, k-means clustering can only find convex clusters, and many evaluation indexes with high Dunn index are more desirable.

The following methods can be used to assess the quality of clustering algorithms based on internal criterion:

- **Davies–Bouldin index**

  The Davies–Bouldin index can be calculated by the following formula:

  \[ DB = \frac{1}{n} \sum_{i=1}^{n} \max_{j \neq i} \left( \frac{\sigma_i + \sigma_j}{d(c_i, c_j)} \right) \]

  where \( n \) is the number of clusters, \( c_x \) is the centroid of cluster \( x \), \( \sigma_x \) is the average distance of all elements in cluster \( x \) to centroid \( c_x \), and \( d(c_i, c_j) \) is the distance between centroids \( c_i \) and \( c_j \). Since algorithms that produce clusters with low intra-cluster distances (high intra-cluster similarity) and high inter-cluster distances (low inter-cluster similarity) will have a low Davies–Bouldin index, the clustering algorithm that produces a collection of clusters with the smallest Davies–Bouldin index is considered the best algorithm based on this criterion.

- **Silhouette coefficient**

  The silhouette coefficient contrasts the average distance to elements in the same cluster with the average distance to elements in other clusters. Objects with a high silhouette value are considered well clustered, objects with a low value may be outliers. This index works well with k-means clustering, and is also used to determine the optimal number of clusters.

41.3.2 External evaluation

In external evaluation, clustering results are evaluated based on data that was not used for clustering, such as known class labels and external benchmarks. Such benchmarks consist of a set of pre-classified items, and these sets are often created by human (experts). Thus, the benchmark sets can be thought of as a gold standard for evaluation. These types of evaluation methods measure...
how close the clustering is to the predetermined benchmark classes. However, it has recently been discussed whether this is adequate for real data, or only on synthetic data sets with a factual ground truth, since classes can contain internal structure, the attributes present may not allow separation of clusters or the classes may contain anomalies.\cite{32} Additionally, from a knowledge discovery point of view, the reproduction of known knowledge may not necessarily be the intended result.\cite{33}

A number of measures are adapted from variants used to evaluate classification tasks. In place of counting the number of times a class was correctly assigned to a single data point (known as true positives), such pair counting metrics assess whether each pair of data points that is truly in the same cluster is predicted to be in the same cluster.

Some of the measures of quality of a cluster algorithm using external criterion include:

- **Rand measure** (William M. Rand 1971)\cite{33}

  The Rand index computes how similar the clusters (returned by the clustering algorithm) are to the benchmark classifications. One can also view the Rand index as a measure of the percentage of correct decisions made by the algorithm. It can be computed using the following formula:

  \[
  RI = \frac{TP + TN}{TP + FP + FN + TN}
  \]

  where \(TP\) is the number of true positives, \(TN\) is the number of true negatives, \(FP\) is the number of false positives, and \(FN\) is the number of false negatives. One issue with the Rand index is that false positives and false negatives are equally weighted. This may be an undesirable characteristic for some clustering applications. The F-measure addresses this concern, as does the chance-corrected adjusted Rand index.

- **F-measure**

  The F-measure can be used to balance the contribution of false negatives by weighting recall through a parameter \(\beta \geq 0\). Let precision and recall be defined as follows:

  \[
  P = \frac{TP}{TP + FP} \\
  R = \frac{TP}{TP + FN}
  \]

  where \(P\) is the precision rate and \(R\) is the recall rate. We can calculate the F-measure by using the following formula:\cite{36}

  \[
  F_\beta = \frac{(\beta^2 + 1) \cdot P \cdot R}{\beta^2 \cdot P + R}
  \]

  Notice that when \(\beta = 0\), \(F_0 = P\). In other words, recall has no impact on the F-measure when \(\beta = 0\), and increasing \(\beta\) allocates an increasing amount of weight to recall in the final F-measure.

- **Jaccard index**

  The Jaccard index is used to quantify the similarity between two datasets. The Jaccard index takes on a value between 0 and 1. An index of 1 means that the two dataset are identical, and an index of 0 indicates that the datasets have no common elements. The Jaccard index is defined by the following formula:

  \[
  J(A, B) = \frac{|A \cap B|}{|A \cup B|} = \frac{TP}{TP + FP + FN}
  \]

  This is simply the number of unique elements common to both sets divided by the total number of unique elements in both sets.

- **Fowlkes–Mallows index** (E. B. Fowlkes & C. L. Mallows 1983)\cite{34}

  The Fowlkes-Mallows index computes the similarity between the clusters returned by the clustering algorithm and the benchmark classifications. The higher the value of the Fowlkes-Mallows index the more similar the clusters and the benchmark classifications are. It can be computed using the following formula:

  \[
  FM = \sqrt{\frac{TP}{TP + FP} \cdot \frac{TP}{TP + FN}}
  \]

  where \(TP\) is the number of true positives, \(FP\) is the number of false positives, and \(FN\) is the number of false negatives. The \(FM\) index is the geometric mean of the precision and recall \(P\) and \(R\), while the F-measure is their harmonic mean.\cite{35} Moreover, precision and recall are also known as Wallace’s indices \(B^I\) and \(B^II\).\cite{36}

- **The Mutual Information** is an information theoretic measure of how much information is shared between a clustering and a ground-truth classification that can detect a non-linear similarity between two clusterings. Adjusted mutual information is the corrected-for-chance variant of this that has a reduced bias for varying cluster numbers.

- **Confusion matrix**

  A confusion matrix can be used to quickly visualize the results of a classification (or clustering) algorithm. It shows how different a cluster is from the gold standard cluster.
41.4 Applications

41.5 See also

41.5.1 Specialized types of cluster analysis

Plant and animal ecology
Cluster analysis is used to describe and to make spatial and temporal comparisons of communities (assemblages) of organisms in heterogeneous environments; it is also used in plant systematics to generate artificial phylogenies or clusters of organisms (individuals) at the species, genus or higher level that share a number of attributes.

Transcriptomics
Clustering is used to build groups of genes with related expression patterns (also known as coexpressed genes) as in HCS clustering algorithm. Often such groups contain functionally related proteins, such as enzymes for a specific pathway, or genes that are co-regulated.

High-throughput experiments using expressed sequence tags (ESTs) or DNA microarrays can be a powerful tool for genome annotation, a general aspect of genomics.

Sequence analysis
Clustering is used to group homologous sequences into gene families. This is a very important concept in bioinformatics, and evolutionary biology in general. See evolution by gene duplication.

High-throughput genotyping platforms
Clustering algorithms are used to automatically assign genotypes.

Human genetic clustering
The similarity of genetic data is used in clustering to infer population structures.

On PET scans, cluster analysis can be used to differentiate between different types of tissue and blood in a three-dimensional image. In this application, actual position does not matter, but the voxel intensity is considered as a vector, with a dimension for each image that was taken over time. This technique allows, for example, accurate measurement of the rate a radioactive tracer is delivered to the area of interest, without a separate sampling of arterial blood, an intrusive technique that is most common today.

Analysis of antimicrobial activity
Cluster analysis can be used to analyse patterns of antibiotic resistance, to classify antimicrobial compounds according to their mechanism of action, to classify antibiotics according to their antibacterial activity.

IMRT segmentation
Clustering can be used to divide a fluence map into distinct regions for conversion into deliverable fields in MLC-based Radiation Therapy.
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Clustering high-dimensional data
- Conceptual clustering
- Consensus clustering
- Constrained clustering
- Data stream clustering
- Sequence clustering
- Spectral clustering
- HCS clustering

41.5.2 Techniques used in cluster analysis
- Artificial neural network (ANN)
- Nearest neighbor search
- Neighbourhood components analysis
- Latent class analysis

41.5.3 Data projection and preprocessing
- Dimension reduction
- Principal component analysis
- Multidimensional scaling

41.5.4 Other
- Cluster-weighted modeling
- Curse of dimensionality
- Determining the number of clusters in a data set
- Parallel coordinates
- Structured data analysis
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Chapter 42

Expectation–maximization algorithm

In statistics, an expectation–maximization (EM) algorithm is an iterative method for finding maximum likelihood or maximum a posteriori (MAP) estimates of parameters in statistical models, where the model depends on unobserved latent variables. The EM iteration alternates between performing an expectation (E) step, which creates a function for the expectation of the log-likelihood evaluated using the current estimate for the parameters, and a maximization (M) step, which computes parameters maximizing the expected log-likelihood found on the E step. These parameter-estimates are then used to determine the distribution of the latent variables in the next E step.

EM clustering of Old Faithful eruption data. The random initial model (which, due to the different scales of the axes, appears to be two very flat and wide spheres) is fit to the observed data. In the first iterations, the model changes substantially, but then converges to the two modes of the geyser. Visualized using ELKI.

42.1 History

The EM algorithm was explained and given its name in a classic 1977 paper by Arthur Dempster, Nan Laird, and Donald Rubin. They pointed out that the method had been “proposed many times in special circumstances” by earlier authors. In particular, a very detailed treatment of the EM method for exponential families was published by Rolf Sundberg in his thesis and several papers following his collaboration with Per Martin-Löf and Anders Martin-Löf. The Dempster-Laird-Rubin paper in 1977 generalized the method and sketched a convergence analysis for a wider class of problems. Regardless of earlier inventions, the innovative Dempster-Laird-Rubin paper in the Journal of the Royal Statistical Society received an enthusiastic discussion at the Royal Statistical Society meeting with Sundberg calling the paper “brilliant”. The Dempster-Laird-Rubin paper established the EM method as an important tool of statistical analysis.

The convergence analysis of the Dempster-Laird-Rubin paper was flawed and a correct convergence analysis was published by C.F. Jeff Wu in 1983. Wu’s proof established the EM method’s convergence outside of the exponential family, as claimed by Dempster-Laird-Rubin.

42.2 Introduction

The EM algorithm is used to find (locally) maximum likelihood parameters of a statistical model in cases where the equations cannot be solved directly. Typically these models involve latent variables in addition to unknown parameters and known data observations. That is, either there are missing values among the data, or the model can be formulated more simply by assuming the existence of additional unobserved data points. For example, a mixture model can be described more simply by assuming that each observed data point has a corresponding unobserved data point, or latent variable, specifying the mixture component that each data point belongs to.

Finding a maximum likelihood solution typically requires taking the derivatives of the likelihood function with respect to all the unknown values — viz. the parameters and the latent variables — and simultaneously solving the resulting equations. In statistical models with latent variables, this usually is not possible. Instead, the result is typically a set of interlocking equations in which the solution to the parameters requires the values of the latent
variables and vice versa, but substituting one set of equations into the other produces an unsolvable equation.

The EM algorithm proceeds from the observation that the following is a way to solve these two sets of equations numerically. One can simply pick arbitrary values for one of the two sets of unknowns, use them to estimate the second set, then use these new values to find a better estimate of the first set, and then keep alternating between the two until the resulting values both converge to fixed points. It’s not obvious that this will work at all, but in fact it can be proven that in this particular context it does, and that the derivative of the likelihood is (arbitrarily close to) zero at that point, which in turn means that the point is either a maximum or a saddle point. In general there may be multiple maxima, and there is no guarantee that the global maximum will be found. Some likelihoods also have singularities in them, i.e. nonsensical maxima. For example, one of the “solutions” that may be found by EM in a mixture model involves setting one of the components to have zero variance and the mean parameter for the same component to be equal to one of the data points.

42.3 Description

Given a statistical model which generates a set $X$ of observed data, a set of unobserved latent data or missing values $Z$, and a vector of unknown parameters $\theta$, along with a likelihood function $L(\theta; X, Z) = p(X, Z | \theta)$, the maximum likelihood estimate (MLE) of the unknown parameters is determined by the marginal likelihood of the observed data

$$L(\theta; X) = p(X | \theta) = \sum_Z p(X, Z | \theta)$$

However, this quantity is often intractable (e.g. if $Z$ is a sequence of events, so that the number of values grows exponentially with the sequence length, making the exact calculation of the sum extremely difficult).

The EM algorithm seeks to find the MLE of the marginal likelihood by iteratively applying the following two steps:

**Expectation step (E step):** Calculate the expected value of the log likelihood function, with respect to the conditional distribution of $Z$ given $X$ under the current estimate of the parameters $\theta^{(t)}$:

$$Q(\theta | \theta^{(t)}) = E_{Z \mid X, \theta^{(t)}} [\log L(\theta; X, Z)]$$

**Maximization step (M step):** Find the parameter that maximizes this quantity:

$$\theta^{(t+1)} = \arg \max_\theta Q(\theta | \theta^{(t)})$$

Note that in typical models to which EM is applied:

1. The observed data points $X$ may be discrete (taking values in a finite or countably infinite set) or continuous (taking values in an uncountably infinite set). There may in fact be a vector of observations associated with each data point.

2. The missing values (aka latent variables) $Z$ are discrete, drawn from a fixed number of values, and there is one latent variable per observed data point.

3. The parameters are continuous, and are of two kinds: Parameters that are associated with all data points, and parameters associated with a particular value of a latent variable (i.e. associated with all data points whose corresponding latent variable has a particular value).

However, it is possible to apply EM to other sorts of models.

The motivation is as follows. If we know the value of the parameters $\theta$, we can usually find the value of the latent variables $Z$ by maximizing the log-likelihood over all possible values of $Z$, either simply by iterating over $Z$ or through an algorithm such as the Viterbi algorithm for hidden Markov models. Conversely, if we know the value of the latent variables $Z$, we can find an estimate of the parameters $\theta$ fairly easily, typically by simply grouping the observed data points according to the value of the associated latent variable and averaging the values, or some function of the values, of the points in each group. This suggests an iterative algorithm, in the case where both $\theta$ and $Z$ are unknown:

1. First, initialize the parameters $\theta$ to some random values.

2. Compute the best value for $Z$ given these parameter values.

3. Then, use the just-computed values of $Z$ to compute a better estimate for the parameters $\theta$. Parameters associated with a particular value of $Z$ will use only those data points whose associated latent variable has that value.

4. Iterate steps 2 and 3 until convergence.

The algorithm as just described monotonically approaches a local minimum of the cost function, and is commonly called hard EM. The $k$-means algorithm is an example of this class of algorithms.

However, one can do somewhat better: Rather than making a hard choice for $Z$ given the current parameter values and averaging only over the set of data points associated with a particular value of $Z$, one can instead determine the probability of each possible value of $Z$ for
each data point, and then use the probabilities associated with a particular value of \( Z \) to compute a weighted average over the entire set of data points. The resulting algorithm is commonly called soft EM, and is the type of algorithm normally associated with EM. The counts used to compute these weighted averages are called soft counts (as opposed to the hard counts used in a hard-EM-type algorithm such as k-means). The probabilities computed for \( Z \) are posterior probabilities and are what is computed in the E step. The soft counts used to compute new parameter values are what is computed in the M step.

### 42.4 Properties

Speaking of an expectation (E) step is a bit of a misnomer. What is calculated in the first step of a fixed, data-dependent parameters of the function \( Q \). Once the parameters of \( Q \) are known, it is fully determined and is maximized in the second (M) step of an EM algorithm.

Although an EM iteration does increase the observed data (i.e. marginal) likelihood function there is no guarantee that the sequence converges to a maximum likelihood estimator. For multimodal distributions, this means that an EM algorithm may converge to a local maximum of the observed data likelihood function, depending on starting values. There are a variety of heuristic or metaheuristic approaches for escaping a local maximum such as random restart (starting with several different random initial estimates \( \theta^{(0)} \), or applying simulated annealing methods.

EM is particularly useful when the likelihood is an exponential family: the E step becomes the sum of expectations of sufficient statistics, and the M step involves maximizing a linear function. In such a case, it is usually possible to derive closed form updates for each step, using the Sundberg formula (published by Rolf Sundberg using unpublished results of Per Martin-Löf and Anders Martin-Löf).\(^{[9][14][17][18][19][10][11]} \)

The EM method was modified to compute maximum a posteriori (MAP) estimates for Bayesian inference in the original paper by Dempster, Laird, and Rubin.

There are other methods for finding maximum likelihood estimates, such as gradient descent, conjugate gradient or variations of the Gauss–Newton method. Unlike EM, such methods typically require the evaluation of first and/or second derivatives of the likelihood function.

### 42.5 Proof of correctness

Expectation-maximization works to improve \( Q(\theta)\theta^{(t)} \) rather than directly improving \( \log p(X|\theta) \). Here we show that improvements to the former imply improvements to the latter.\(^{[14]} \)

For any \( Z \) with non-zero probability \( p(Z|X, \theta) \), we can write

\[
\log p(X|\theta) = \log p(X, Z|\theta) - \log p(Z|X, \theta).
\]

We take the expectation over values of \( Z \) by multiplying both sides by \( p(Z|X, \theta^{(t)}) \) and summing (or integrating) over \( Z \). The left-hand side is the expectation of a constant, so we get:

\[
\begin{align*}
\log p(X|\theta) & = \sum_Z p(Z|X, \theta^{(t)}) \log p(X, Z|\theta) - \sum_Z p(Z|X, \theta^{(t)}) \log p(Z|X, \theta) \\
& = Q(\theta^{(t)}) + H(\theta^{(t)}),
\end{align*}
\]

where \( H(\theta^{(t)}) \) is defined by the negated sum it is replacing. This last equation holds for any value of \( \theta \) including \( \theta = \theta^{(t)} \),

\[
\log p(X|\theta^{(t)}) = Q(\theta^{(t)}|\theta^{(t)}) + H(\theta^{(t)}|\theta^{(t)}),
\]

and subtracting this last equation from the previous equation gives

\[
\log p(X|\theta) - \log p(X|\theta^{(t)}) = Q(\theta|\theta^{(t)}) - Q(\theta^{(t)}|\theta^{(t)}) + H(\theta|\theta^{(t)}) - H(\theta^{(t)}|\theta^{(t)}).
\]

However, Gibbs’ inequality tells us that

\[
H(\theta|\theta^{(t)}) \geq H(\theta^{(t)}|\theta^{(t)}),
\]

so we can conclude that

\[
\log p(X|\theta) - \log p(X|\theta^{(t)}) \geq Q(\theta|\theta^{(t)}) - Q(\theta^{(t)}|\theta^{(t)}).
\]

In words, choosing \( \theta \) to improve \( Q(\theta|\theta^{(t)}) \) beyond \( Q(\theta^{(t)}|\theta^{(t)}) \) will improve \( \log p(X|\theta) \) beyond \( \log p(X|\theta^{(t)}) \) at least as much.

### 42.6 Alternative description

Under some circumstances, it is convenient to view the EM algorithm as two alternating maximization steps.\(^{[15][16]} \) Consider the function:

\[
F(q, \theta) = E_q[\log L(\theta; x, Z)] + H(q) = -D_{KL}(q||p_{Z|x}(-|x; \theta)) + \log L(\theta),
\]

where \( q \) is an arbitrary probability distribution over the unobserved data \( z \), \( p_{Z|x}(-|x; \theta) \) is the conditional distribution of the unobserved data given the observed data \( x \), \( H \) is the entropy and DKL is the Kullback–Leibler divergence.

Then the steps in the EM algorithm may be viewed as:
42.9. VARIANTS

Expectation step: Choose \( q \) to maximize \( F \):

\[
q^{(t)} = \arg\max_q F(q, \theta^{(t)})
\]

Maximization step: Choose \( \theta \) to maximize \( F \):

\[
\theta^{(t+1)} = \arg\max_{\theta} F(q^{(t)}, \theta)
\]

42.7 Applications

EM is frequently used for data clustering in machine learning and computer vision. In natural language processing, two prominent instances of the algorithm are the Baum-Welch algorithm and the inside-outside algorithm for unsupervised induction of probabilistic context-free grammars.

In psychometrics, EM is almost indispensable for estimating item parameters and latent abilities of item response theory models.

With the ability to deal with missing data and observe unidentified variables, EM is becoming a useful tool to price and manage risk of a portfolio.[ref?]

The EM algorithm (and its faster variant Ordered subset expectation maximization) is also widely used in medical image reconstruction, especially in positron emission tomography and single photon emission computed tomography. See below for other faster variants of EM.

42.8 Filtering and smoothing EM algorithms

A Kalman filter is typically used for on-line state estimation and a minimum-variance smoother may be employed for off-line or batch state estimation. However, these minimum-variance solutions require estimates of the state-space model parameters. EM algorithms can be used for solving joint state and parameter estimation problems.

Filtering and smoothing EM algorithms arise by repeating the following two-step procedure:

E-step Operate a Kalman filter or a minimum-variance smoother designed with current parameter estimates to obtain updated state estimates.

M-step Use the filtered or smoothed state estimates within maximum-likelihood calculations to obtain updated parameter estimates.

Suppose that a Kalman filter or minimum-variance smoother operates on noisy measurements of a single-input-single-output system. An updated measurement noise variance estimate can be obtained from the maximum likelihood calculation

\[
\hat{\sigma}^2_w = \frac{1}{N} \sum_{k=1}^{N} (z_k - \hat{x}_k)^2
\]

where \( \hat{x}_k \) are scalar output estimates calculated by a filter or a smoother from \( N \) scalar measurements \( z_k \). Similarly, for a first-order auto-regressive process, an updated process noise variance estimate can be calculated by

\[
\hat{\sigma}^2_w = \frac{1}{N} \sum_{k=1}^{N} (\hat{x}_{k+1} - \hat{F}\hat{x}_k)^2
\]

where \( \hat{x}_k \) and \( \hat{x}_{k+1} \) are scalar state estimates calculated by a filter or a smoother. The updated model coefficient estimate is obtained via

\[
\hat{F} = \frac{\sum_{k=1}^{N} (\hat{x}_{k+1} - \hat{F}\hat{x}_k)}{\sum_{k=1}^{N} \hat{x}_k^2}
\]

The convergence of parameter estimates such as those above are well studied.[17][18][19]

42.9 Variants

A number of methods have been proposed to accelerate the sometimes slow convergence of the EM algorithm, such as those using conjugate gradient and modified Newton–Raphson techniques.[20] Additionally EM can be used with constrained estimation techniques.

Expectation conditional maximization (ECM) replaces each M step with a sequence of conditional maximization (CM) steps in which each parameter \( \theta_i \) is maximized individually, conditionally on the other parameters remaining fixed.[21]

This idea is further extended in generalized expectation maximization (GEM) algorithm, in which one only seeks an increase in the objective function \( F \) for both the E step and M step under the alternative description.[15] GEM is further developed in a distributed environment and shows promising results.[22]

It is also possible to consider the EM algorithm as a subclass of the MM (Majorize/Minimize or Minimize/Maximize, depending on context) algorithm,[23] and therefore use any machinery developed in the more general case.

42.9.1 \( \alpha \)-EM algorithm

The Q-function used in the EM algorithm is based on the log likelihood. Therefore, it is regarded as the log-EM algorithm. The use of the log likelihood can be generalized
42.10 Relation to variational Bayes methods

EM is a partially non-Bayesian, maximum likelihood method. Its final result gives a probability distribution over the latent variables (in the Bayesian style) together with a point estimate for \( \theta \) (either a maximum likelihood estimate or a posterior mode). We may want a fully Bayesian version of this, giving a probability distribution over \( \theta \) as well as the latent variables. In fact the Bayesian approach to inference is simply to treat \( \theta \) as another latent variable. In this paradigm, the distinction between the E and M steps disappears. If we use the factorized Q approximation as described above (variational Bayes), we may iterate over each latent variable (now including \( \theta \)) and optimize them one at a time. There are now \( k \) steps per iteration, where \( k \) is the number of latent variables. For graphical models this is easy to do as each variable’s new \( Q \) depends only on its Markov blanket, so local message passing can be used for efficient inference.

42.11 Geometric interpretation

For more details on this topic, see Information geometry.

In information geometry, the E step and the M step are interpreted as projections under dual affine connections, called the e-connection and the m-connection; the Kullback–Leibler divergence can also be understood in these terms.

42.12 Examples

42.12.1 Gaussian mixture

Let \( \mathbf{x} = (x_1, x_2, \ldots, x_n) \) be a sample of \( n \) independent observations from a mixture of two multivariate normal distributions of dimension \( d \), and let \( \mathbf{z} = (z_1, z_2, \ldots, z_n) \) be the latent variables that determine the component from which the observation originates.

\[
X_i| (Z_i = 1) \sim \mathcal{N}(\mu_1, \Sigma_1) \quad \text{and} \quad X_i| (Z_i = 2) \sim \mathcal{N}(\mu_2, \Sigma_2)
\]

where

\[
P(Z_i = 1) = \tau_1 \quad \text{and} \quad P(Z_i = 2) = \tau_2 = 1 - \tau_1
\]

The aim is to estimate the unknown parameters representing the “mixing” value between the Gaussians and the means and covariances of each:

\[
\theta = (\tau, \mu_1, \mu_2, \Sigma_1, \Sigma_2)
\]

where the incomplete-data likelihood function is

\[
L(\theta; \mathbf{x}) = \prod_{i=1}^{n} \sum_{j=1}^{2} \tau_j f(x_i; \mu_j, \Sigma_j)
\]

and the complete-data likelihood function is

\[
L(\theta; \mathbf{x}, \mathbf{z}) = P(\mathbf{x}, \mathbf{z} | \theta) = \prod_{i=1}^{n} \sum_{j=1}^{2} I(z_i = j) f(x_i; \mu_j, \Sigma_j) \tau_j
\]

or

\[
L(\theta; \mathbf{x}, \mathbf{z}) = \exp \left\{ \sum_{i=1}^{n} \sum_{j=1}^{2} \tau_j \left[ \log \tau_j - \frac{1}{2} \log |\Sigma_j| - \frac{1}{2} (x_i - \mu_j)^\top \Sigma_j^{-1} (x_i - \mu_j) \right] + \sum_{i=1}^{n} I(z_i = j) \left[ \log \tau_j - \frac{1}{2} \log |\Sigma_j| - \frac{1}{2} (x_i - \mu_j)^\top \Sigma_j^{-1} (x_i - \mu_j) \right] \right\}
\]
where \( I \) is an indicator function and \( f \) is the probability density function of a multivariate normal.

To see the last equality, note that for each \( i \) all indicators \( I(z_i = j) \) are equal to zero, except for one which is equal to one. The inner sum thus reduces to a single term.

**E step**

Given our current estimate of the parameters \( \theta^{(t)} \), the conditional distribution of the \( Z_i \) is determined by Bayes theorem to be the proportional height of the normal density weighted by \( \tau \):

\[
T_j^{(t)} := \frac{P(Z_i = j|X_i = \mathbf{x}_i; \theta^{(t)})}{\sum_{j} P(Z_i = j|X_i = \mathbf{x}_i; \theta^{(t)})} = \frac{\tau_j^{(t)} f(\mathbf{x}_i; \mu_j^{(t)}, \Sigma_j^{(t)})}{\tau_1^{(t)} f(\mathbf{x}_i; \mu_1^{(t)}, \Sigma_1^{(t)})}
\]

These are called the “membership probabilities” which are normally considered the output of the E step (although this is not the Q function of below).

Note that this E step corresponds with the following function for Q:

\[
Q(\theta|\theta^{(t)}) = \mathbb{E}[\log L(\theta; \mathbf{x}, \mathbf{Z})] = \mathbb{E}[\log \prod_{i=1}^{n} L(\theta; \mathbf{x}_i, z_i)] = n \mathbb{E}\left[ \log L(\theta; \mathbf{x}_i, z_i) \right] = \sum_{i=1}^{n} \mathbb{E}[\log L(\theta; \mathbf{x}_i, z_i)]
\]

This does not need to be calculated, because in the M step we only require the terms depending on \( \tau \) when we maximize for \( \tau \), or only the terms depending on \( \mathbf{\mu} \) if we maximize for \( \mathbf{\mu} \).

**M step**

The fact that \( Q(\theta|\theta^{(t)}) \) is quadratic in form means that determining the maximizing values of \( \theta \) is relatively straightforward. Note that \( \tau \), \( (\mathbf{\mu}_1, \Sigma_1) \) and \( (\mathbf{\mu}_2, \Sigma_2) \) may all be maximized independently since they all appear in separate linear terms.

To begin, consider \( \tau \), which has the constraint \( \tau_1 + \tau_2 = 1 \):

\[
\tau^{(t+1)} = \arg \max_{\tau} Q(\theta|\theta^{(t)}) = \arg \max_{\tau} \left\{ \left[ \sum_{i=1}^{n} T_{1,i}^{(t)} \right] \log \tau_1 + \left[ \sum_{i=1}^{n} T_{2,i}^{(t)} \right] \log \tau_2 \right\}
\]

This has the same form as the MLE for the binomial distribution, so

\[
\tau_j^{(t+1)} = \frac{\sum_{i=1}^{n} T_{1,i}^{(t)}}{\sum_{i=1}^{n} (T_{1,i}^{(t)} + T_{2,i}^{(t)})} = \frac{1}{n} \sum_{i=1}^{n} T_{1,i}^{(t)}
\]

For the next estimates of \( (\mathbf{\mu}_1, \Sigma_1) \):

\[
(\mu_j^{(t+1)}, \Sigma_j^{(t+1)}) = \arg \max_{\mu_j, \Sigma_j} Q(\theta|\theta^{(t)}) = \arg \max_{\mu_j, \Sigma_j} \sum_{i=1}^{n} T_{j,i}^{(t)} \left\{ -\frac{1}{2} \log |\Sigma_j| - \frac{1}{2} (\mathbf{x}_i - \mu_j)^\top \Sigma_j^{-1} (\mathbf{x}_i - \mu_j) \right\}
\]

This has the same form as a weighted MLE for a normal distribution, so

\[
\mu_j^{(t+1)} = \frac{\sum_{i=1}^{n} T_{j,i}^{(t)} \mathbf{x}_i}{\sum_{i=1}^{n} T_{j,i}^{(t)}} \quad \text{and} \quad \Sigma_j^{(t+1)} = \frac{\sum_{i=1}^{n} T_{j,i}^{(t)} (\mathbf{x}_i - \mu_j^{(t+1)})(\mathbf{x}_i - \mu_j^{(t+1)})^\top}{\sum_{i=1}^{n} T_{j,i}^{(t)}}
\]

and, by symmetry

\[
\mu_2^{(t+1)} = \frac{\sum_{i=1}^{n} T_{2,i}^{(t)} \mathbf{x}_i}{\sum_{i=1}^{n} T_{2,i}^{(t)}} \quad \text{and} \quad \Sigma_2^{(t+1)} = \frac{\sum_{i=1}^{n} T_{2,i}^{(t)} (\mathbf{x}_i - \mu_2^{(t+1)})(\mathbf{x}_i - \mu_2^{(t+1)})^\top}{\sum_{i=1}^{n} T_{2,i}^{(t)}}
\]

**Termination**

Consider the \( \mu_j \) to converge if \( \log L(\theta^t; \mathbf{x}, \mathbf{Z}) \leq \log L(\theta^{(t-1)}; \mathbf{x}, \mathbf{Z}) + \epsilon \) for \( \epsilon \) below some preset threshold.

**Generalization**

The algorithm illustrated above can be generalized for mixtures of more than two multivariate normal distributions.

### 42.12.2 Truncated and censored regression

The EM algorithm has been implemented in the case where there is an underlying linear regression model explaining the variation of some quantity, but where the values actually observed are censored or truncated versions of those represented in the model. Special cases of this model include censored or truncated observations from a single normal distribution.
42.13 Alternatives to EM

EM typically converges to a local optimum—not necessarily the global optimum—and there is no bound on the convergence rate in general. It is possible that it can be arbitrarily poor in high dimensions and there can be an exponential number of local optima. Hence, there is a need for alternative techniques for guaranteed learning, especially in the high-dimensional setting. There are alternatives to EM with better guarantees in terms of consistency which are known as moment-based approaches or the so-called “spectral techniques”. Moment-based approaches to learning the parameters of a probabilistic model are of increasing interest recently since they enjoy guarantees such as global convergence under certain conditions unlike EM which is often plagued by the issue of getting stuck in local optima. Algorithms with guarantees for learning can be derived for a number of important models such as mixture models, HMMs etc. For these spectral methods, there are no spurious local optima and the true parameters can be consistently estimated under some regularity conditions.

42.14 See also

- Density estimation
- Total absorption spectroscopy
- The EM algorithm can be viewed as a special case of the majorize-minimization (MM) algorithm.[27]

42.15 Further reading

- The on-line textbook: Information Theory, Inference, and Learning Algorithms, by David J.C. MacKay includes simple examples of the EM algorithm such as clustering using the soft $k$-means algorithm, and emphasizes the variational view of the EM algorithm, as described in Chapter 33.7 of version 7.2 (fourth edition).
- Variational Algorithms for Approximate Bayesian Inference, by M. J. Beal includes comparisons of EM to Variational Bayesian EM and derivations of several models including Variational Bayesian HMMs (chapters).
- The EM Algorithm, by Xiaojin Zhu.
- EM algorithm and variants: an informal tutorial by Alexis Roche. A concise and very clear description of EM and many interesting variants.

42.16 References

42.17. EXTERNAL LINKS


42.17 External links

- Various 1D, 2D and 3D demonstrations of EM together with Mixture Modeling are provided as part of the paired SOCR activities and applets. These applets and activities show empirically the properties of the EM algorithm for parameter estimation in diverse settings.

- k-MLE: A fast algorithm for learning statistical mixture models

- Class hierarchy in C++ (GPL) including Gaussian Mixtures

- Fast and clean C implementation of the Expectation Maximization (EM) algorithm for estimating Gaussian Mixture Models (GMMs).
Chapter 43

k-means clustering

k-means clustering is a method of vector quantization, originally from signal processing, that is popular for cluster analysis in data mining. k-means clustering aims to partition n observations into k clusters in which each observation belongs to the cluster with the nearest mean, serving as a prototype of the cluster. This results in a partitioning of the data space into Voronoi cells.

The problem is computationally difficult (NP-hard); however, there are efficient heuristic algorithms that are commonly employed and converge quickly to a local optimum. These are usually similar to the expectation-maximization algorithm for mixtures of Gaussian distributions via an iterative refinement approach employed by both algorithms. Additionally, they both use cluster centers to model the data; however, k-means clustering tends to find clusters of comparable spatial extent, while the expectation-maximization mechanism allows clusters to have different shapes.

The algorithm has nothing to do with and should not be confused with k-nearest neighbor, another popular machine learning technique.

43.1 Description

Given a set of observations \((x_1, x_2, \ldots, x_n)\), where each observation is a \(d\)-dimensional real vector, k-means clustering aims to partition the \(n\) observations into \(k\) (\(\leq n\)) sets \(S = \{S_1, S_2, \ldots, S_k\}\) so as to minimize the within-cluster sum of squares (WCSS). In other words, its objective is to find:

\[
\arg \min_S \sum_{i=1}^{k} \sum_{x \in S_i} \|x - \mu_i\|^2
\]

where \(\mu_i\) is the mean of points in \(S_i\).

43.2 History

The term “k-means” was first used by James MacQueen in 1967,[1] though the idea goes back to Hugo Steinhaus in 1957.[2] The standard algorithm was first proposed by Stuart Lloyd in 1957 as a technique for pulse-code modulation, though it wasn’t published outside of Bell Labs until 1982.[3] In 1965, E.W. Forgy published essentially the same method, which is why it is sometimes referred to as Lloyd-Forgy.[4] A more efficient version was proposed and published in Fortran by Hartigan and Wong in 1975/1979.[5][6]

43.3 Algorithms

43.3.1 Standard algorithm

The most common algorithm uses an iterative refinement technique. Due to its ubiquity it is often called the k-means algorithm; it is also referred to as Lloyd’s algorithm, particularly in the computer science community.

Given an initial set of \(k\) means \(m_1^{(1)}, \ldots, m_k^{(1)}\) (see below), the algorithm proceeds by alternating between two steps[7]

**Assignment step:** Assign each observation to the cluster whose mean yields the least within-cluster sum of squares (WCSS). Since the sum of squares is the squared Euclidean distance, this is intuitively the “nearest” mean. (Mathematically, this means partitioning the observations according to the Voronoi diagram generated by the means).

\[
S_i^{(t)} = \{x_p: \|x_p - m_i^{(t)}\|^2 \leq \|x_p - m_j^{(t)}\|^2 \ \forall j, 1 \leq j \leq k\},
\]

where each \(x_p\) is assigned to exactly one \(S_i^{(t)}\), even if it could be assigned to two or more of them.

**Update step:** Calculate the new means to be the centroids of the observations in the new clusters.

\[
m_i^{(t+1)} = \frac{1}{|S_i^{(t)}|} \sum_{x_j \in S_i^{(t)}} x_j
\]

Since the arithmetic mean is a least-squares estimator, this also minimizes the within-cluster sum of squares (WCSS) objective.
The algorithm has converged when the assignments no longer change. Since both steps optimize the WCSS objective, and there only exists a finite number of such partitionings, the algorithm must converge to a (local) optimum. There is no guarantee that the global optimum is found using this algorithm.

The algorithm is often presented as assigning objects to the nearest cluster by distance. The standard algorithm aims at minimizing the WCSS objective, and thus assigns by “least sum of squares”, which is exactly equivalent to assigning by the smallest Euclidean distance. Using a different distance function other than (squared) Euclidean distance may stop the algorithm from converging. Various modifications of $k$-means such as spherical $k$-means and $k$-medoids have been proposed to allow using other distance measures.

### Initialization methods

Commonly used initialization methods are Forgy and Random Partition. The Forgy method randomly chooses $k$ observations from the data set and uses these as the initial means. The Random Partition method first randomly assigns a cluster to each observation and then proceeds to the update step, thus computing the initial mean to be the centroid of the cluster’s randomly assigned points. The Forgy method tends to spread the initial means out, while Random Partition places all of them close to the center of the data set. According to Hamerly et al., the Random Partition method is generally preferable for algorithms such as the $k$-harmonic means and fuzzy $k$-means. For expectation maximization and standard $k$-means algorithms, the Forgy method of initialization is preferable.

- Demonstration of the standard algorithm
- 1. $k$ initial “means” (in this case $k=3$) are randomly generated within the data domain (shown in color).
- 2. $k$ clusters are created by associating every observation with the nearest mean. The partitions here represent the Voronoi diagram generated by the means.
- 3. The centroid of each of the $k$ clusters becomes the new mean.
- 4. Steps 2 and 3 are repeated until convergence has been reached.

As it is a heuristic algorithm, there is no guarantee that it will converge to the global optimum, and the result may depend on the initial clusters. As the algorithm is usually very fast, it is common to run it multiple times with different starting conditions. However, in the worst case, $k$-means can be very slow to converge: in particular it has been shown that there exist certain point sets, even in 2 dimensions, on which $k$-means takes exponential time, that is $2^{O(n)}$, to converge. These point sets do not seem to arise in practice: this is corroborated by the fact that the smoothed running time of $k$-means is polynomial.

The “assignment” step is also referred to as expectation step, the “update step” as maximization step, making this algorithm a variant of the generalized expectation-maximization algorithm.

### Complexity

Regarding computational complexity, finding the optimal solution to the $k$-means clustering problem for observations in $d$ dimensions is:

- NP-hard in general Euclidean space $d$ even for 2 clusters
- NP-hard for a general number of clusters $k$ even in the plane
- If $k$ and $d$ (the dimension) are fixed, the problem can be exactly solved in time $O(n^{dk+1} \log n)$, where $n$ is the number of entities to be clustered

Thus, a variety of heuristic algorithms such as Lloyds algorithm given above are generally used.

The running time of Lloyds algorithm is often given as $O(nkdi)$, where $n$ is the number of $d$-dimensional vectors, $k$ the number of clusters and $i$ the number of iterations needed until convergence. On data that does have a clustering structure, the number of iterations until convergence is often small, and results only improve slightly after the first dozen iterations. Lloyds algorithm is therefore often considered to be of “linear” complexity in practice.

Following are some recent insights into this algorithm complexity behaviour.

- Lloyd’s $k$-means algorithm has polynomial smoothed running time. It is shown that for arbitrary set of $n$ points in $[0, 1]^d$, if each point is independently perturbed by a normal distribution with mean 0 and variance $\sigma^2$, then the expected running time of $k$-means algorithm is bounded by $O(n^3k^{14}d^6\log^4(n)/\sigma^6)$, which is a polynomial in $n$, $k$, $d$ and $1/\sigma$.

- Better bounds are proved for simple cases. For example showed that the running time of $k$-means algorithm is bounded by $O(dn^4M^2)$ for $n$ points in an integer lattice $\{1, \ldots, M\}^d$.

### Variations

- Jenks natural breaks optimization: $k$-means applied to univariate data
• k-medians clustering uses the median in each dimension instead of the mean, and this way minimizes $L_1$ norm (Taxicab geometry).

• k-medoids (also: Partitioning Around Medoids, PAM) uses the medoid instead of the mean, and this way minimizes the sum of distances for arbitrary distance functions.

• Fuzzy C-Means Clustering is a soft version of K-means, where each data point has a fuzzy degree of belonging to each cluster.

• Gaussian mixture models trained with expectation-maximization algorithm (EM algorithm) maintains probabilistic assignments to clusters, instead of deterministic assignments, and multivariate Gaussian distributions instead of means.

• k-means++ chooses initial centers in a way that gives a provable upper bound on the WCCS objective.

• The filtering algorithm uses kd-trees to speed up each k-means step.\textsuperscript{[17]}

• Some methods attempt to speed up each k-means step using coresets\textsuperscript{[18]} or the triangle inequality.\textsuperscript{[19]}

• Escape local optima by swapping points between clusters.\textsuperscript{[6]}

• The Spherical k-means clustering algorithm is suitable for directional data.\textsuperscript{[20]}

• The Minkowski metric weighted k-means deals with irrelevant features by assigning cluster specific weights to each feature\textsuperscript{[21]}

43.4 Discussion

A typical example of the k-means convergence to a local minimum. In this example, the result of k-means clustering (the right figure) contradicts the obvious cluster structure of the data set. The small circles are the data points, the four ray stars are the centroids (means). The initial configuration is on the left figure. The algorithm converges after five iterations presented on the figures, from the left to the right. The illustration was prepared with the Mirkes Java applet.\textsuperscript{[22]}

The two key features of k-means which make it efficient are often regarded as its biggest drawbacks:

• Euclidean distance is used as a metric and variance is used as a measure of cluster scatter.

A key limitation of k-means is its cluster model. The concept is based on spherical clusters that are separable in a way so that the mean value converges towards the cluster center. The clusters are expected to be of similar size, so that the assignment to the nearest cluster center is the correct assignment. When for example applying k-means with a value of $k = 3$ onto the well-known Iris flower data set, the result often fails to separate the three Iris species contained in the data set. With $k = 2$, the two visible clusters (one containing two species) will be discovered, whereas with $k = 3$ one of the two clusters will be split into two even parts. In fact, $k = 2$ is more appropriate for this data set, despite the data set containing 3 classes. As with any other clustering algorithm, the k-means result relies on the data set to satisfy the assumptions made by the clustering algorithms. It works well on some data sets, while failing on others.

The result of k-means can also be seen as the Voronoi cells of the cluster means. Since data is split halfway between cluster means, this can lead to suboptimal splits as can be seen in the “mouse” example. The Gaussian models used by the Expectation-maximization algorithm (which can
be seen as a generalization of $k$-means) are more flexible here by having both variances and covariances. The EM result is thus able to accommodate clusters of variable size much better than $k$-means as well as correlated clusters (not in this example).

43.5 Applications

$k$-means clustering in particular when using heuristics such as Lloyd’s algorithm is rather easy to implement and apply even on large data sets. As such, it has been successfully used in various topics, including market segmentation, computer vision, geostatistics, astronomy and agriculture. It often is used as a preprocessing step for other algorithms, for example to find a starting configuration.

43.5.1 Vector quantization

Main article: Vector quantization

$k$-means originates from signal processing, and still finds use in this domain. For example in computer graphics, color quantization is the task of reducing the color palette of an image to a fixed number of colors $k$. The $k$-means algorithm can easily be used for this task and produces competitive results. Other uses of vector quantization include non-random sampling, as $k$-means can easily be used to choose $k$ different but prototypical objects from a large data set for further analysis.

43.5.2 Cluster analysis

Main article: Cluster analysis

In cluster analysis, the $k$-means algorithm can be used to partition the input data set into $k$ partitions (clusters).

However, the pure $k$-means algorithm is not very flexible, and as such of limited use (except for when vector quantization as above is actually the desired use case!). In particular, the parameter $k$ is known to be hard to choose (as discussed above) when not given by external constraints. Another limitation of the algorithm is that it cannot be used with arbitrary distance functions or on non-numerical data. For these use cases, many other algorithms have been developed since.

43.5.3 Feature learning

$k$-means clustering has been used as a feature learning (or dictionary learning) step, in either (semi-)supervised learning or unsupervised learning. The basic approach is first to train a $k$-means clustering representation, using the input training data (which need not be labelled). Then, to project any input datum into the new feature space, we have a choice of “encoding” functions, but we can use for example the thresholded matrix-product of the datum with the centroid locations, the distance from the datum to each centroid, or simply an indicator function for the nearest centroid, or some smooth transformation of the distance. Alternatively, by transforming the sample-cluster distance through a Gaussian RBF, one effectively obtains the hidden layer of a radial basis function network.

This use of $k$-means has been successfully combined
43.6 Relation to other statistical machine learning algorithms

$k$-means clustering, and its associated expectation-maximization algorithm, is a special case of a Gaussian mixture model, specifically, the limit of taking all covariances as diagonal, equal, and small. It is often easy to generalize a $k$-means problem into a Gaussian mixture model. Another generalization of the $k$-means algorithm is the $K$-SVD algorithm, which estimates data points as a sparse linear combination of “codebook vectors”. $K$-means corresponds to the special case of using a single codebook vector, with a weight of $1$. 

43.6.1 Mean shift clustering

Basic mean shift clustering algorithms maintain a set of data points the same size as the input data set. Initially, this set is copied from the input set. Then this set is iteratively replaced by the mean of those points in the set that are within a given distance of that point. By contrast, $k$-means restricts this updated set to $k$ points usually much less than the number of points in the input data set, and replaces each point in this set by the mean of all points in the input set that are closer to that point than any other (e.g. within the Voronoi partition of each updating point). A mean shift algorithm that is similar then to $k$-means, called likelihood mean shift, replaces the set of points undergoing replacement by the mean of all points in the input set that are within a given distance of the changing set. One of the advantages of mean shift over $k$-means is that there is no need to choose the number of clusters, because mean shift is likely to find only a few clusters if indeed only a small number exist. However, mean shift can be much slower than $k$-means, and still requires selection of a bandwidth parameter. Mean shift has soft variants much as $k$-means does.

43.6.2 Principal component analysis (PCA)

It was asserted in that the relaxed solution of $k$-means clustering, specified by the cluster indicators, is given by the PCA (principal component analysis) principal components, and the PCA subspace spanned by the principal directions is identical to the cluster centroid subspace. However, that PCA is a useful relaxation of $k$-means clustering was not a new result (see, for example), and it is straightforward to uncover counterexamples to the statement that the cluster centroid subspace is spanned by the principal directions.

43.6.3 Independent component analysis (ICA)

It has been shown in that under sparsity assumptions and when input data is pre-processed with the whitening transformation $k$-means produces the solution to the linear independent component analysis task. This aids in explaining the successful application of $k$-means to feature learning.

43.6.4 Bilateral filtering

$k$-means implicitly assumes that the ordering of the input data set does not matter. The bilateral filter is similar to $K$-means and mean shift in that it maintains a set of data points that are iteratively replaced by means. However, the bilateral filter restricts the calculation of the (kernel weighted) mean to include only points that are close in the ordering of the input data. This makes it applicable to problems such as image denoising, where the spatial arrangement of pixels in an image is of critical importance.

43.7 Similar problems

The set of squared error minimizing cluster functions also includes the $k$-medoids algorithm, an approach which forces the center point of each cluster to be one of the actual points, i.e., it uses medoids in place of centroids.

43.8 Software Implementations

43.8.1 Free

- CrimeStat implements two spatial $k$-means algorithms, one of which allows the user to define the starting locations.
- ELKI contains $k$-means (with Lloyd and MacQueen iteration, along with different initializations such as $k$-means++ initialization) and various more advanced clustering algorithms.
- Julia contains a $k$-means implementation in the Clustering package.
- Mahout contains a MapReduce based $k$-means.
MLPACK contains a C++ implementation of k-means.

Octave contains k-means.

OpenCV contains a k-means implementation.

R contains three k-means variations.\[1][3][6]

Scipy and scikit-learn contain multiple k-means implementations.

Spark MLlib implements a distributed k-means algorithm.

Torch contains an unsup package that provides k-means clustering.

Weka contains k-means and x-means.

### 43.8.2 Commercial

- Grapheme
- MATLAB
- Mathematica
- SAS
- Stata

### 43.9 See also

- Canopy clustering algorithm
- Centroidal Voronoi tessellation
- k q-flats
- Linde–Buzo–Gray algorithm
- Nearest centroid classifier
- Self-organizing map
- Silhouette clustering
- Head/tail Breaks

### 43.10 References


[8] Since the square root is a monotone function, this also is the minimum Euclidean distance assignment.


[37] Clustering.jl www.github.com
Chapter 44

Hierarchical clustering

In data mining and statistics, **hierarchical clustering** (also called **hierarchical cluster analysis** or **HCA**) is a method of cluster analysis which seeks to build a hierarchy of clusters. Strategies for hierarchical clustering generally fall into two types: \[1\]

- **Agglomerative**: This is a “bottom up” approach: each observation starts in its own cluster, and pairs of clusters are merged as one moves up the hierarchy.

- **Divisive**: This is a “top down” approach: all observations start in one cluster, and splits are performed recursively as one moves down the hierarchy.

In general, the merges and splits are determined in a greedy manner. The results of hierarchical clustering are usually presented in a dendrogram.

In the general case, the complexity of agglomerative clustering is \(O(n^3)\), which makes them too slow for large data sets. Divisive clustering with an exhaustive search is \(O(2^n)\), which is even worse. However, for some special cases, optimal efficient agglomerative methods (of complexity \(O(n^2)\)) are known: SLINK\[2\] for single-linkage and CLINK\[3\] for complete-linkage clustering.

### 44.1 Cluster dissimilarity

In order to decide which clusters should be combined (for agglomerative), or where a cluster should be split (for divisive), a measure of dissimilarity between sets of observations is required. In most methods of hierarchical clustering, this is achieved by use of an appropriate metric (a measure of distance between pairs of observations), and a linkage criterion which specifies the dissimilarity of sets as a function of the pairwise distances of observations in the sets.

#### 44.1.1 Metric

Further information: metric (mathematics)

The choice of an appropriate metric will influence the shape of the clusters, as some elements may be close to one another according to one distance and farther away according to another. For example, in a 2-dimensional space, the distance between the point \((1,0)\) and the origin \((0,0)\) is always 1 according to the usual norms, but the distance between the point \((1,1)\) and the origin \((0,0)\) can be 2 under Manhattan distance, \(\sqrt{2}\) under Euclidean distance, or 1 under maximum distance.

Some commonly used metrics for hierarchical clustering are:\[4\]

For text or other non-numeric data, metrics such as the **Hamming distance** or **Levenshtein distance** are often used.

A review of cluster analysis in health psychology research found that the most common distance measure in published studies in that research area is the Euclidean distance or the squared Euclidean distance.

#### 44.1.2 Linkage criteria

The linkage criterion determines the distance between sets of observations as a function of the pairwise distances between observations.

Some commonly used linkage criteria between two sets of observations \(A\) and \(B\) are:\[5\][6]

where \(d\) is the chosen metric. Other linkage criteria include:

- The sum of all intra-cluster variance.
- The decrease in variance for the cluster being merged (Ward’s criterion).\[7\]
- The probability that candidate clusters spawn from the same distribution function (V-linkage).
- The product of in-degree and out-degree on a k-nearest-neighbor graph (graph degree linkage).\[8\]
- The increment of some cluster descriptor (i.e., a quantity defined for measuring the quality of a cluster) after merging two clusters.\[9\][10][11]
44.2 Discussion

Hierarchical clustering has the distinct advantage that any valid measure of distance can be used. In fact, the observations themselves are not required: all that is used is a matrix of distances.

44.3 Example for Agglomerative Clustering

For example, suppose this data is to be clustered, and the Euclidean distance is the distance metric.

Cutting the tree at a given height will give a partitioning clustering at a selected precision. In this example, cutting after the second row of the dendrogram will yield clusters \{a\} \{b c\} \{d e\} \{f\}. Cutting after the third row will yield clusters \{a\} \{b c\} \{d e f\}, which is a coarser clustering, with a smaller number but larger clusters.

The hierarchical clustering dendrogram would be as such:
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The hierarchical clustering dendrogram would be as such:

```
abcdef
bcdef
def
bc
cdef
abcdef
f
```

```
Traditional representation
```

The probability that candidate clusters spawn from the same distribution function (V-linkage).
Each agglomeration occurs at a greater distance between clusters than the previous agglomeration, and one can decide to stop clustering either when the clusters are too far apart to be merged (distance criterion) or when there is a sufficiently small number of clusters (number criterion).

44.4 Software

44.4.1 Open Source Frameworks

- R has several functions for hierarchical clustering: see CRAN Task View: Cluster Analysis & Finite Mixture Models for more information.
- Cluster 3.0 provides a nice Graphical User Interface to access to different clustering routines and is available for Windows, Mac OS X, Linux, Unix.
- ELKI includes multiple hierarchical clustering algorithms, various linkage strategies and also includes the efficient SLINK algorithm, flexible cluster extraction from dendrograms and various other cluster analysis algorithms.
- Octave, the GNU analog to MATLAB implements hierarchical clustering in linkage function
- Orange, a free data mining software suite, module orngClustering for scripting in Python, or cluster analysis through visual programming.
- scikit-learn implements a hierarchical clustering.
- Weka includes hierarchical cluster analysis.
- fastCluster efficiently implements the seven most widely used clustering schemes.
- SCaVis computing environment in Java that implements this algorithm.

44.4.2 Standalone implementations

- CrimeStat implements two hierarchical clustering routines, a nearest neighbor (Nnh) and a risk-adjusted (Rnnh).
- figure is a JavaScript package that implements some agglomerative clustering functions (single-linkage, complete-linkage, average-linkage) and functions to visualize clustering output (e.g. dendrograms).
- hcluster is a Python implementation, based on NumPy, which supports hierarchical clustering and plotting.
- Hierarchical Agglomerative Clustering implemented as C# visual studio project that includes real text files processing, building of document-term matrix with stop words filtering and stemming.
- MultiDendrograms An open source Java application for variable-group agglomerative hierarchical clustering, with graphical user interface.
- Graph Agglomerative Clustering (GAC) toolbox implemented several graph-based agglomerative clustering algorithms.
- Hierarchical Clustering Explorer provides tools for interactive exploration of multidimensional data.

44.4.3 Commercial

- MATLAB includes hierarchical cluster analysis.
- SAS includes hierarchical cluster analysis.
- Mathematica includes a Hierarchical Clustering Package.
- NCSS (statistical software) includes hierarchical cluster analysis.
- SPSS includes hierarchical cluster analysis.
- Qlucore Omics Explorer includes hierarchical cluster analysis.
- Stata includes hierarchical cluster analysis.

44.5 See also

- Statistical distance
- Brown clustering
- Cluster analysis
- CURE data clustering algorithm
- Dendrogram
- Determining the number of clusters in a data set
- Hierarchical clustering of networks
- Nearest-neighbor chain algorithm
- Numerical taxonomy
- OPTICS algorithm
- Nearest neighbor search
- Locality-sensitive hashing
44.6 Notes


44.7 References and further reading


- Hierarchical Cluster Analysis

- Free statistical software. An overview of statistical software and methods used in published microbiological studies


Chapter 45

Instance-based learning

In machine learning, instance-based learning (sometimes called memory-based learning[1]) is a family of learning algorithms that, instead of performing explicit generalization, compares new problem instances with instances seen in training, which have been stored in memory. Instance-based learning is a kind of lazy learning. It is called instance-based because it constructs hypotheses directly from the training instances themselves.[2] This means that the hypothesis complexity can grow with the data:[2] in the worst case, a hypothesis is a list of n training items and the computational complexity of classifying a single new instance is \( O(n) \). One advantage that instance-based learning has over other methods of machine learning is its ability to adapt its model to previously unseen data: instance-based learners may simply store a new instance or throw an old instance away.

Examples of instance-based learning algorithm are the k-nearest neighbor algorithm, kernel machines and RBF networks.[3] These store (a subset of) their training set; when predicting a value/class for a new instance, they compute distances or similarities between this instance and the training instances to make a decision.

To battle the memory complexity of storing all training instances, as well as the risk of overfitting to noise in the training set, instance reduction algorithms have been proposed.[4]

Gagliardi[5] applies this family of classifiers in medical field as second-opinion diagnostic tools and as tools for the knowledge extraction phase in the process of knowledge discovery in databases. One of these classifiers (called Prototype exemplar learning classifier (PEL-C) is able to extract a mixture of abstracted prototypical cases (that are syndromes) and selected atypical clinical cases.

45.2 References


45.1 See also

- Analogical modeling
Chapter 46

k-nearest neighbors algorithm

In pattern recognition, the k-Nearest Neighbors algorithm (or k-NN for short) is a non-parametric method used for classification and regression. In both cases, the input consists of the k closest training examples in the feature space. The output depends on whether k-NN is used for classification or regression:

- In **k-NN classification**, the output is a class membership. An object is classified by a majority vote of its neighbors, with the object being assigned to the class most common among its k nearest neighbors (k is a positive integer, typically small). If k = 1, then the object is simply assigned to the class of that single nearest neighbor.

- In **k-NN regression**, the output is the property value for the object. This value is the average of the values of its k nearest neighbors.

k-NN is a type of instance-based learning, or lazy learning, where the function is only approximated locally and all computation is deferred until classification. The k-NN algorithm is among the simplest of all machine learning algorithms.

Both for classification and regression, it can be useful to assign weight to the contributions of the neighbors, so that the nearer neighbors contribute more to the average than the more distant ones. For example, a common weighting scheme consists in giving each neighbor a weight of \(1/d\), where \(d\) is the distance to the neighbor.

The neighbors are taken from a set of objects for which the class (for k-NN classification) or the object property value (for k-NN regression) is known. This can be thought of as the training set for the algorithm, though no explicit training step is required.

A shortcoming of the k-NN algorithm is that it is sensitive to the local structure of the data. The algorithm has nothing to do with and is not to be confused with k-means, another popular machine learning technique.

### 46.1 Algorithm

**Example of k-NN classification.** The test sample (green circle) should be classified either to the first class of blue squares or to the second class of red triangles. If k = 3 (solid line circle) it is assigned to the second class because there are 2 triangles and only 1 square inside the inner circle. If k = 5 (dashed line circle) it is assigned to the first class (3 squares vs. 2 triangles inside the outer circle).

The training examples are vectors in a multidimensional feature space, each with a class label. The training phase of the algorithm consists only of storing the feature vectors and class labels of the training samples.

In the classification phase, k is a user-defined constant, and an unlabeled vector (a query or test point) is classified by assigning the label which is most frequent among the k training samples nearest to that query point.

A commonly used distance metric for continuous variables is Euclidean distance. For discrete variables, such as for text classification, another metric can be used, such as the overlap metric (or Hamming distance). In the context of gene expression microarray data, for example, k-NN has also been employed with correlation coefficients such as Pearson and Spearman. Often, the classification accuracy of k-NN can be improved significantly if the distance metric is learned with specialized
algorithms such as Large Margin Nearest Neighbor or Neighbourhood components analysis.

A drawback of the basic “majority voting” classification occurs when the class distribution is skewed. That is, examples of a more frequent class tend to dominate the prediction of the new example, because they tend to be common among the $k$ nearest neighbors due to their large number. One way to overcome this problem is to weight the classification, taking into account the distance from the test point to each of its $k$ nearest neighbors. The class (or value, in regression problems) of each of the $k$ nearest points is multiplied by a weight proportional to the inverse of the distance from that point to the test point. Another way to overcome skew is by abstraction in data representation. For example in a self-organizing map (SOM), each node is a representative (a center) of a cluster of similar points, regardless of their density in the original training data. $K$-NN can then be applied to the SOM.

### 46.2 Parameter selection

The best choice of $k$ depends upon the data; generally, larger values of $k$ reduce the effect of noise on the classification, but make boundaries between classes less distinct. A good $k$ can be selected by various heuristic techniques (see hyperparameter optimization). The special case where the class is predicted to be the class of the closest training sample (i.e. when $k = 1$) is called the nearest neighbor algorithm.

The accuracy of the $k$-NN algorithm can be severely degraded by the presence of noisy or irrelevant features, or if the feature scales are not consistent with their importance. Much research effort has been put into selecting or scaling features to improve classification. A particularly popular approach is the use of evolutionary algorithms to optimize feature scaling. Another popular approach is to scale features by the mutual information of the training data with the training classes.

In binary (two class) classification problems, it is helpful to choose $k$ to be an odd number as this avoids tied votes. One popular way of choosing the empirically optimal $k$ in this setting is via bootstrap method.

### 46.3 Properties

$k$-NN is a special case of a variable-bandwidth, kernel density “balloon” estimator with a uniform kernel.

The naive version of the algorithm is easy to implement by computing the distances from the test example to all stored examples, but it is computationally intensive for large training sets. Using an appropriate nearest neighbor search algorithm makes $k$-NN computationally tractable even for large data sets. Many nearest neighbor search algorithms have been proposed over the years; these generally seek to reduce the number of distance evaluations actually performed.

$k$-NN has some strong consistency results. As the amount of data approaches infinity, the algorithm is guaranteed to yield an error rate no worse than twice the Bayes error rate (the minimum achievable error rate given the distribution of the data). $k$-NN is guaranteed to approach the Bayes error rate for some value of $k$ (where $k$ increases as a function of the number of data points). Various improvements to $k$-NN are possible by using proximity graphs.

### 46.4 Metric Learning

The K-nearest neighbor classification performance can often be significantly improved through (supervised) metric learning. Popular algorithms are Neighbourhood components analysis and Large margin nearest neighbor. Supervised metric learning algorithms use the label information to learn a new metric or pseudo-metric.

### 46.6 Dimension reduction

For high-dimensional data (e.g., with number of dimensions more than 10) dimension reduction is usually performed prior to applying the $k$-NN algorithm in order to avoid the effects of the curse of dimensionality.
The curse of dimensionality in the $k$-NN context basically means that Euclidean distance is unhelpful in high dimensions because all vectors are almost equidistant to the search query vector (imagine multiple points lying more or less on a circle with the query point at the center; the distance from the query to all data points in the search space is almost the same).

Feature extraction and dimension reduction can be combined in one step using principal component analysis (PCA), linear discriminant analysis (LDA), or canonical correlation analysis (CCA) techniques as a pre-processing step, followed by clustering by $k$-NN on feature vectors in reduced-dimension space. In machine learning this process is also called low-dimensional embedding.\textsuperscript{[13]}

For very-high-dimensional datasets (e.g. when performing a similarity search on live video streams, DNA data or high-dimensional time series) running a fast approximate $k$-NN search using locality sensitive hashing, “random projections”,\textsuperscript{[14]} “sketches”\textsuperscript{[15]} or other high-dimensional similarity search techniques from VLDB toolbox might be the only feasible option.

### 46.7 Decision boundary

Nearest neighbor rules in effect implicitly compute the decision boundary. It is also possible to compute the decision boundary explicitly, and to do so efficiently, so that the computational complexity is a function of the boundary complexity.\textsuperscript{[16]}

### 46.8 Data reduction

Data reduction is one of the most important problems for work with huge data sets. Usually, only some of the data points are needed for accurate classification. Those data are called the prototypes and can be found as follows:

1. Select the class-outliers, that is, training data that are classified incorrectly by $k$-NN (for a given $k$)

2. Separate the rest of the data into two sets: (i) the prototypes that are used for the classification decisions and (ii) the absorbed points that can be correctly classified by $k$-NN using prototypes. The absorbed points can then be removed from the training set.

#### 46.8.1 Selection of class-outliers

A training example surrounded by examples of other classes is called a class outlier. Causes of class outliers include:

- random error
- insufficient training examples of this class (an isolated example appears instead of a cluster)
- missing important features (the classes are separated in other dimensions which we do not know)
- too many training examples of other classes (unbalanced classes) that create a “hostile” background for the given small class

Class outliers with $k$-NN produce noise. They can be detected and separated for future analysis. Given two natural numbers, $k > r > 0$, a training example is called a $(k, r)$NN class-outlier if its $k$ nearest neighbors include more than $r$ examples of other classes.

#### 46.8.2 CNN for data reduction

Condensed nearest neighbor (CNN, the Hart algorithm) is an algorithm designed to reduce the data set for $k$-NN classification.\textsuperscript{[17]} It selects the set of prototypes $U$ from the training data, such that 1NN with $U$ can classify the examples almost as accurately as 1NN does with the whole data set.
1. Scan all elements of $X$, looking for an element $x$ whose nearest prototype from $U$ has a different label than $x$.
2. Remove $x$ from $X$ and add it to $U$.
3. Repeat the scan until no more prototypes are added to $U$.

Use $U$ instead of $X$ for classification. The examples that are not prototypes are called "absorbed" points.

It is efficient to scan the training examples in order of decreasing border ratio. The border ratio of a training example $x$ is defined as

$$a(x) = \frac{||x'-y||}{||x-y||}$$

where $||x-y||$ is the distance to the closest example $y$ having a different color than $x$, and $||x'-y||$ is the distance from $y$ to its closest example $x'$ with the same label as $x$.

The border ratio is in the interval $[0,1]$ because $||x'-y||$ never exceeds $||x-y||$. This ordering gives preference to the borders of the classes for inclusion in the set of prototypes $U$. A point of a different label than $x$ is called external to $x$. The calculation of the border ratio is illustrated by the figure on the right. The data points are labeled by colors: the initial point is $x$ and its label is red. External points are blue and green. The closest to $x$ external point is $y$. The closest to $y$ red point is $x'$. The border ratio $a(x) = ||x'-y||/||x-y||$ is the attribute of the initial point $x$.

Below is an illustration of CNN in a series of figures. There are three classes (red, green and blue). Fig. 1: initially there are 60 points in each class. Fig. 2 shows the 1NN classification map: each pixel is classified by 1NN using all the data. Fig. 3 shows the 5NN classification map. White areas correspond to the unclassified regions, where 5NN voting is tied (for example, if there are two green, two red and one blue points among 5 nearest neighbors). Fig. 4 shows the reduced data set. The crosses are the class-outliers selected by the $$(3,2)$$NN rule (all the three nearest neighbors of these instances belong to other classes); the squares are the prototypes, and the empty circles are the absorbed points. The left bottom corner shows the numbers of the class-outliers, prototypes and absorbed points for all three classes. The number of prototypes varies from 15% to 20% for different classes in this example. Fig. 5 shows that the 1NN classification map with the prototypes is very similar to that with the initial data set. The figures were produced using the Mirkes applet.

**46.9 k-NN regression**

In $k$-NN regression, the $k$-NN algorithm is used for estimating continuous variables. One such algorithm uses a weighted average of the $k$ nearest neighbors, weighted by the inverse of their distance. This algorithm works as follows:

1. Compute the Euclidean or Mahalanobis distance from the query example to the labeled examples.
2. Order the labeled examples by increasing distance.
3. Find a heuristically optimal number $k$ of nearest neighbors, based on RMSE. This is done using cross validation.
4. Calculate an inverse distance weighted average with the $k$-nearest multivariate neighbors.

**46.10 Validation of results**

A confusion matrix or "matching matrix" is often used as a tool to validate the accuracy of $k$-NN classification. More robust statistical methods such as likelihood-ratio test can also be applied.

**46.11 See also**

- Instance-based learning
- Nearest neighbor search
- Statistical classification
- Cluster analysis
- Data mining
- Nearest centroid classifier
- Pattern recognition
- Curse of dimensionality
- Dimension reduction
- Principal Component Analysis
- Locality Sensitive Hashing
- MinHash
- Cluster hypothesis
- Closest pair of points problem


46.12 References


[2] This scheme is a generalization of linear interpolation.


46.13 Further reading

- When Is “Nearest Neighbor” Meaningful?
- Scholarpedia article on k-NN
- google-all-pairs-similarity-search
Chapter 47

Principal component analysis

**PCA of a multivariate Gaussian distribution** centered at (1,3) with a standard deviation of 3 in roughly the (0.878, 0.478) direction and of 1 in the orthogonal direction. The vectors shown are the eigenvectors of the covariance matrix scaled by the square root of the corresponding eigenvalue, and shifted so their tails are at the mean.

Principal component analysis (PCA) is a statistical procedure that uses an orthogonal transformation to convert a set of observations of possibly correlated variables into a set of values of linearly uncorrelated variables called principal components. The number of principal components is less than or equal to the number of original variables. This transformation is defined in such a way that the first principal component has the largest possible variance (that is, accounts for as much of the variability in the data as possible), and each succeeding component in turn has the highest variance possible under the constraint that it is orthogonal to the preceding components. The resulting vectors are an uncorrelated orthogonal basis set. The principal components are orthogonal because they are the eigenvectors of the covariance matrix, which is symmetric. PCA is sensitive to the relative scaling of the original variables.

Depending on the field of application, it is also named the discrete Karhunen–Loève transform (KLT) in signal processing, the Hotelling transform in multivariate quality control, proper orthogonal decomposition (POD) in mechanical engineering, singular value decomposition (SVD) of \( X \) (Golub and Van Loan, 1983), eigenvalue decomposition (EVD) of \( X^T X \) in linear algebra, factor analysis (for a discussion of the differences between PCA and factor analysis see Ch. 7 of[1]), Eckart–Young theorem (Harman, 1960), or Schmidt–Mirsky theorem in psychometrics, empirical orthogonal functions (EOF) in meteorological science, empirical eigenfunction decomposition (Sirovich, 1987), empirical component analysis (Lorenz, 1956), quasiharmonic modes (Brooks et al., 1988), spectral decomposition in noise and vibration, and empirical modal analysis in structural dynamics.

PCA was invented in 1901 by Karl Pearson[2] as an analogue of the principal axis theorem in mechanics; it was later independently developed (and named) by Harold Hotelling in the 1930s.[3] The method is mostly used as a tool in exploratory data analysis and for making predictive models. PCA can be done by eigenvalue decomposition of a data covariance (or correlation) matrix or singular value decomposition of a data matrix, usually after mean centering (and normalizing or using Z-scores) the data matrix for each attribute.[4] The results of a PCA are usually discussed in terms of component scores, sometimes called factor scores (the transformed variable values corresponding to a particular data point), and loadings (the weight by which each standardized original variable should be multiplied to get the component score).[5]

PCA is the simplest of the true eigenvector-based multivariate analyses. Often, its operation can be thought of as revealing the internal structure of the data in a way that best explains the variance in the data. If a multivariate dataset is visualised as a set of coordinates in a high-dimensional data space (1 axis per variable), PCA can supply the user with a lower-dimensional picture, a projection or “shadow” of this object when viewed from its (in some sense; see below) most informative viewpoint. This is done by using only the first few principal components so that the dimensionality of the transformed data is reduced.

PCA is closely related to factor analysis. Factor analysis typically incorporates more domain specific assumptions about the underlying structure and solves eigenvectors of a slightly different matrix.
PCA is also related to canonical correlation analysis (CCA). CCA defines coordinate systems that optimally describe the cross-covariance between two datasets while PCA defines a new orthogonal coordinate system that optimally describes variance in a single dataset.

47.1 Intuition

PCA can be thought of as fitting an \( n \)-dimensional ellipsoid to the data, where each axis of the ellipsoid represents a principal component. If some axis of the ellipse is small, then the variance along that axis is also small, and by omitting that axis and its corresponding principal component from our representation of the dataset, we lose only a commensurately small amount of information.

To find the axes of the ellipse, we must first subtract the mean of each variable from the dataset to center the data around the origin. Then, we compute the covariance matrix of the data, and calculate the eigenvalues and corresponding eigenvectors of this covariance matrix. Then, we must orthogonalize the set of eigenvectors, and normalize each to become unit vectors. Once this is done, each of the mutually orthogonal, unit eigenvectors can be interpreted as an axis of the ellipsoid fitted to the data. The proportion of the variance that each eigenvector represents can be calculated by dividing the eigenvalue corresponding to that eigenvector by the sum of all eigenvalues.

It is important to note that this procedure is sensitive to the scaling of the data, and that there is no consensus as to how to best scale the data to obtain optimal results.

47.2 Details

PCA is mathematically defined as an orthogonal linear transformation that transforms the data to a new coordinate system such that the greatest variance by some projection of the data comes to lie on the first coordinate (called the first principal component), the second greatest variance on the second coordinate, and so on.

Consider a data matrix, \( \mathbf{X} \), with column-wise zero empirical mean (the sample mean of each column has been shifted to zero), where each of the \( n \) rows represents a different repetition of the experiment, and each of the \( p \) columns gives a particular kind of datum (say, the results from a particular sensor).

Mathematically, the transformation is defined by a set of \( p \)-dimensional vectors of weights or loadings \( \mathbf{w}^{(k)} = (w_1, \ldots, w_p)^{(k)} \) that map each row vector \( x_i \) of \( \mathbf{X} \) to a new vector of principal component scores \( t_i^{(k)} = (t_{i1}, \ldots, t_{ip})^{(k)} \), given by

\[ t_{ki} = x_{ki} \cdot w_{ki} \]

in such a way that the individual variables of \( \mathbf{t} \) considered over the data set successively inherit the maximum possible variance from \( \mathbf{x} \), with each loading vector \( \mathbf{w} \) constrained to be a unit vector.

47.2.1 First component

The first loading vector \( \mathbf{w}^{(1)} \) thus has to satisfy

\[ \mathbf{w}^{(1)} = \arg \max_{\|\mathbf{w}\|=1} \left\{ \sum_i (t_{i1})^2 \right\} = \arg \max_{\|\mathbf{w}\|=1} \left\{ \sum_i (x_{i1} \cdot \mathbf{w})^2 \right\} \]

Equivalently, writing this in matrix form gives

\[ \mathbf{w}^{(1)} = \arg \max_{\|\mathbf{w}\|=1} \left\{ \mathbf{w}^T \mathbf{X}^T \mathbf{X} \mathbf{w} \right\} \]

Since \( \mathbf{w}^{(1)} \) has been defined to be a unit vector, it equivalently also satisfies

\[ \mathbf{w}^{(1)} = \arg \max \left\{ \mathbf{w}^T \mathbf{X}^T \mathbf{X} \mathbf{w} \right\} \]

The quantity to be maximised can be recognised as a Rayleigh quotient. A standard result for a symmetric matrix such as \( \mathbf{X}^T \mathbf{X} \) is that the quotient’s maximum possible value is the largest eigenvalue of the matrix, which occurs when \( \mathbf{w} \) is the corresponding eigenvector.

With \( \mathbf{w}^{(1)} \) found, the first component of a data vector \( x_i \) can then be given as a score \( t_{i1} = x_{i1} \cdot \mathbf{w}^{(1)} \) in the transformed co-ordinates, or as the corresponding vector in the original variables, \( \{x_{i1} \cdot \mathbf{w}^{(1)}\} \mathbf{w}^{(1)} \).

47.2.2 Further components

The \( k \)th component can be found by subtracting the first \( k-1 \) principal components from \( \mathbf{X} \):

\[ \hat{\mathbf{X}}_k = \mathbf{X} - \sum_{s=1}^{k-1} \mathbf{X} \mathbf{w}_s \mathbf{w}_s^T \]

and then finding the loading vector which extracts the maximum variance from this new data matrix

\[ \mathbf{w}^{(k)} = \arg \max_{\|\mathbf{w}\|=1} \left\{ \|\hat{\mathbf{X}}_k \mathbf{w}\|^2 \right\} = \arg \max \left\{ \mathbf{w}^T \hat{\mathbf{X}}_k \mathbf{w} \right\} \]

It turns out that this gives the remaining eigenvectors of \( \mathbf{X}^T \mathbf{X} \), with the maximum values for the quantity in brackets given by their corresponding eigenvalues.

The \( k \)th principal component of a data vector \( x_i \) can therefore be given as a score \( t_{ik} = x_{ki} \cdot \mathbf{w}^{(k)} \) in the transformed co-ordinates, or as the corresponding vector in the
space of the original variables, \([x_i \cdot w(k)] w(k)\), where \(w(k)\) is the \(k\)th eigenvector of \(X^T X\).

The full principal components decomposition of \(X\) can therefore be given as

\[
T = XW
\]

where \(W\) is a \(p\)-by-\(p\) matrix whose columns are the eigenvectors of \(X^T X\).

47.2.3 Covariances

\(X^T X\) itself can be recognised as proportional to the empirical sample covariance matrix of the dataset \(X\).

The sample covariance \(Q\) between two of the different principal components over the dataset is given by:

\[
Q(PC_{(j)},PC_{(k)}) \propto (Xw_{(j)})^T \cdot (Xw_{(k)})
\]

\[
= w_{(j)}^T X^T X w_{(k)}
\]

\[
= w_{(j)}^T \lambda_{(k)} w_{(k)}
\]

\[
= \lambda_{(k)} w_{(j)}^T w_{(k)}
\]

where the eigenvalue property of \(w(k)\) has been used to move from line 2 to line 3. However eigenvectors \(w(j)\) and \(w(k)\) corresponding to eigenvalues of a symmetric matrix are orthogonal (if the eigenvalues are different), or can be orthogonalised (if the vectors happen to share an equal repeated value). The product in the final line is therefore zero; there is no sample covariance between different principal components over the dataset.

Another way to characterise the principal components transformation is therefore as the transformation to coordinates which diagonalise the empirical sample covariance matrix.

In matrix form, the empirical covariance matrix for the original variables can be written

\[
Q \propto X^T X = W \Lambda W^T
\]

The empirical covariance matrix between the principal components becomes

\[
W^T Q W \propto W^T W \Lambda W^T W = \Lambda
\]

where \(\Lambda\) is the diagonal matrix of eigenvalues \(\lambda(k)\) of \(X^T X\) \((\lambda(k) = \Sigma k^2 i = \Sigma (x_i \cdot w(k))^2)\)

47.2.4 Dimensionality reduction

The faithful transformation \(T = XW\) maps a data vector \(x_i\) from an original space of \(p\) variables to a new space of \(p\) variables which are uncorrelated over the dataset. However, not all the principal components need to be kept. Keeping only the first \(L\) principal components, produced by using only the first \(L\) loading vectors, gives the truncated transformation

\[
T_L = XW_L
\]

where the matrix \(T_L\) now has \(n\) rows but only \(L\) columns. In other words, PCA learns a linear transformation \(t = W^T x, x \in R^p, t \in R^L\), where the columns of \(p \times L\) matrix \(W\) form an orthogonal basis for the \(L\) features (the components of representation \(t\)) that are decorrelated.\(^8\)

By construction, of all the transformed data matrices with only \(L\) columns, this score matrix maximises the variance in the original data that has been preserved, while minimising the total squared reconstruction error \(\|TW - T_L W_L^T\|^2\) or \(\|X - X_L\|^2\).

A principal components analysis scatterplot of Y-STR haplotypes calculated from repeat-count values for 37 Y-chromosomal STR markers from 354 individuals. PCA has successfully found linear combinations of the different markers, that separate out different clusters corresponding to different lines of individuals’ Y-chromosomal genetic descent.

Such dimensionality reduction can be a very useful step for visualising and processing high-dimensional datasets, while still retaining as much of the variance in the dataset as possible. For example, selecting \(L = 2\) and keeping only the first two principal components finds the two-dimensional plane through the high-dimensional dataset in which the data is most spread out, so if the data contains clusters these too may be most spread out, and therefore most visible to be plotted out in a two-dimensional diagram; whereas if two directions through the data (or two of the original variables) are chosen at random, the clusters may be much less spread apart from each other, and...
may in fact be much more likely to substantially overlay each other, making them indistinguishable.

Similarly, in regression analysis, the larger the number of explanatory variables allowed, the greater is the chance of overfitting the model, producing conclusions that fail to generalise to other datasets. One approach, especially when there are strong correlations between different possible explanatory variables, is to reduce them to a few principal components and then run the regression against them, a method called principal component regression.

Dimensionality reduction may also be appropriate when the variables in a dataset are noisy. If each column of the dataset contains independent identically distributed Gaussian noise, then the columns of $X$ will also contain similarly identically distributed Gaussian noise (such a distribution is invariant under the effects of the matrix $W$, which can be thought of as a high-dimensional rotation of the co-ordinate axes). However, with more of the total variance concentrated in the first few principal components compared to the same noise variance, the proportionate effect of the noise is less—the first few components achieve a higher signal-to-noise ratio. PCA thus can have the effect of concentrating much of the signal into the first few principal components, which can usefully be captured by dimensionality reduction; while the later principal components may be dominated by noise, and so disposed of without great loss.

### 47.2.5 Singular value decomposition

The principal components transformation can also be associated with another matrix factorisation, the singular value decomposition (SVD) of $X$, using the singular value decomposition the score matrix $T$ can be written

$$T = XW = U^p W^T W = U^p$$

so each column of $T$ is given by one of the left singular vectors of $X$ multiplied by the corresponding singular value. This form is also the polar decomposition of $T$.

Efficient algorithms exist to calculate the SVD of $X$ without having to form the matrix $X^T X$, so computing the SVD is now the standard way to calculate a principal components analysis from a data matrix, unless only a handful of components are required.

As with the eigen-decomposition, a truncated $n \times L$ score matrix $T_L$ can be obtained by considering only the first $L$ largest singular values and their singular vectors:

$$T_L = U_L \Sigma_L = XW_L$$

The truncation of a matrix $M$ or $T$ using a truncated singular value decomposition in this way produces a truncated matrix that is the nearest possible matrix of rank $L$ to the original matrix, in the sense of the difference between the two having the smallest possible Frobenius norm, a result known as the Eckart–Young theorem [1936].

### 47.3 Further considerations

Given a set of points in Euclidean space, the first principal component corresponds to a line that passes through the multidimensional mean and minimizes the sum of squares of the distances of the points from the line. The second principal component corresponds to the same concept after all correlation with the first principal component has been subtracted from the points. The singular values (in $\Sigma$) are the square roots of the eigenvalues of the matrix $X^T X$. Each eigenvalue is proportional to the portion of the “variance” (more correctly of the sum of the squared distances of the points from their multidimensional mean) that is correlated with each eigenvector. The sum of all the eigenvalues is equal to the sum of the squared distances of the points from their multidimensional mean. PCA essentially rotates the set of points around their mean in order to align with the principal components. This moves as much of the variance as possible (using an orthogonal transformation) into the first few dimensions. The values in the remaining dimensions, therefore, tend to be small and may be dropped with minimal loss of information (see below). PCA is often used in this manner for dimensionality reduction. PCA has the
PCA is a popular primary technique in orthogonal analysis. Unlike PCA, this technique will not necessarily produce the space spanned by the first principal component. However, it is similar to PCA. Upon convergence, the weight vectors of the autoencoder are orthonormal. Consider the orthogonal transformation

\[ y = B'x \]

where \( y \) is a \( q \)-element vector and \( B' \) is a \((q \times p)\) matrix, and let \( \Sigma = B'B \) be the variance-covariance matrix for \( y \). Then the trace of \( \Sigma \), denoted \( \text{tr}(\Sigma) \), is maximized by taking

\[ B = A_q' \]

where \( A_q' \) consists of the first \( q \) columns of \( A \). (\( B' \) is the transposition of \( B \).)

\textbf{Property 2}: Consider again the orthonormal transformation

\[ y = B'x \]

with \( x, B, A \) and \( \Sigma \) defined as before. Then \( \text{tr}(\Sigma) \) is minimized by taking

\[ B = A_q' \]

where \( A_q' \) consists of the last \( q \) columns of \( A \).

The statistical implication of this property is that the last few PCs are not simply unstructured left-overs after removing the important PCs. Because these last PCs have variances as small as possible they are useful in their own right. They can help to detect unsuspected near-constant linear relationships between the elements of \( x \), and they may also be useful in regression, in selecting a subset of variables from \( x \), and in outlier detection.

\textbf{Property 3}: (Spectral Decomposition of \( \Sigma \))

\[ \Sigma = \lambda_1 \alpha_1 \alpha_1' + \cdots + \lambda_p \alpha_p \alpha_p' \]

Before we look at its usage, we first look at diagonal elements,

\[ \text{Var}(x_j) = \sum_{k=1}^{p} \lambda_k \alpha_{k,j}^2 \]

Then, perhaps the main statistical implication of the result is that not only can we decompose the combined variances of all the elements of \( x \) into decreasing contributions due to each PC, but we can also decompose the whole covariance matrix into contributions \( \lambda_k \alpha_k \alpha_k' \) from each PC. Although not strictly decreasing, the elements of \( \lambda_k \alpha_k \alpha_k' \) will tend to become smaller as \( k \) increases, as \( \lambda_k \alpha_k \alpha_k' \) decreases for increasing \( k \), whereas the elements of \( \alpha_k \) tend to stay 'about the same size' because of the normalization constraints: \( \alpha_k' \alpha_k = 1 \), \( k = 1, \ldots, p \).
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47.5.2 Limitations

As noted above, the results of PCA depend on the scaling of the variables. A scale-invariant form of PCA has been developed.\textsuperscript{[12]}

The applicability of PCA is limited by certain assumptions\textsuperscript{[13]} made in its derivation.

47.5.3 PCA and information theory

The claim that the PCA used for dimensionality reduction preserves most of the information of the data is misleading. Indeed, without any assumption on the signal model, PCA cannot help to reduce the amount of information lost during dimensionality reduction, where information was measured using Shannon entropy.\textsuperscript{[14]}

Under the assumption that\textsuperscript{[15]}

\[ x = s + n \]

i.e., that the data vector \( x \) is the sum of the desired information-bearing signal \( s \) and a noise signal \( n \) one can show that PCA can be optimal for dimensionality reduction also from an information-theoretic point-of-view.

In particular, Linsker showed that if \( s \) is Gaussian and \( n \) is Gaussian noise with a covariance matrix proportional to the identity matrix, the PCA maximizes the mutual information \( I(y; s) \) between the desired information \( s \) and the dimensionality-reduced output \( y = W^T_k x \).\textsuperscript{[15]}

If the noise is still Gaussian and has a covariance matrix proportional to the identity matrix (i.e., the components of the vector \( n \) are iid), but the information-bearing signal \( s \) is non-Gaussian (which is a common scenario), PCA at least minimizes an upper bound on the information loss, which is defined as\textsuperscript{[16][17]}

\[ I(x; s) - I(y; s). \]

The optimality of PCA is also preserved if the noise \( n \) is iid and at least more Gaussian (in terms of the Kullback–Leibler divergence) than the information-bearing signal \( s \).\textsuperscript{[18]} In general, even if the above signal model holds, PCA loses its information-theoretic optimality as soon as the noise \( n \) becomes dependent.

47.6 Computing PCA using the covariance method

The following is a detailed description of PCA using the covariance method (see also here) as opposed to the correlation method.\textsuperscript{[19]} But note that it is better to use the singular value decomposition (using standard software).

The goal is to transform a given data set \( X \) of dimension \( p \) to an alternative data set \( Y \) of smaller dimension \( L \). Equivalently, we are seeking to find the matrix \( Y \), where \( Y \) is the Karhunen–Loève transform (KLT) of matrix \( X \):

\[ Y = \text{KLT}(X) \]

47.6.1 Organize the data set

Suppose you have data comprising a set of observations of \( p \) variables, and you want to reduce the data so that each observation can be described with only \( L \) variables, \( L < p \). Suppose further, that the data are arranged as a set of \( n \) data vectors \( x_1 \ldots x_n \) with each \( x_i \) representing a single grouped observation of the \( p \) variables.

- Write \( x_1 \ldots x_n \) as row vectors, each of which has \( p \) columns.
- Place the row vectors into a single matrix \( X \) of dimensions \( n \times p \).

47.6.2 Calculate the empirical mean

- Find the empirical mean along each dimension \( j = 1, \ldots, p \).
- Place the calculated mean values into an empirical mean vector \( u \) of dimensions \( p \times 1 \).

\[ u[j] = \frac{1}{n} \sum_{i=1}^{n} X[i,j] \]

47.6.3 Calculate the deviations from the mean

Mean subtraction is an integral part of the solution towards finding a principal component basis that minimizes the mean square error of approximating the data.\textsuperscript{[20]}

Hence we proceed by centering the data as follows:

- Subtract the empirical mean vector \( u \) from each row of the data matrix \( X \).
- Store mean-subtracted data in the \( n \times p \) matrix \( B \).

\[ B = X - hu^T \]

where \( h \) is an \( n \times 1 \) column vector of all 1s:

\[ h[i] = 1 \quad \text{for } i = 1, \ldots, n \]
47.6.4 Find the covariance matrix

- Find the $p \times p$ empirical covariance matrix $\mathbf{C}$ from the outer product of matrix $\mathbf{B}$ with itself:

$$\mathbf{C} = \frac{1}{n-1} \mathbf{B}^* \cdot \mathbf{B}$$

where $\ast$ is the conjugate transpose operator. Note that if $\mathbf{B}$ consists entirely of real numbers, which is the case in many applications, the “conjugate transpose” is the same as the regular transpose.

- Please note that outer products apply to vectors. For tensor cases we should apply tensor products, but the covariance matrix in PCA is a sum of outer products between its sample vectors; indeed, it could be represented as $\mathbf{B}^* \cdot \mathbf{B}$. See the covariance matrix sections on the discussion page for more information.

- The reasoning behind using $N - 1$ instead of $N$ to calculate the covariance is Bessel’s correction.

47.6.5 Find the eigenvectors and eigenvalues of the covariance matrix

- Compute the matrix $\mathbf{V}$ of eigenvectors which diagonalizes the covariance matrix $\mathbf{C}$:

$$\mathbf{V}^{-1} \mathbf{C} \mathbf{V} = \mathbf{D}$$

where $\mathbf{D}$ is the diagonal matrix of eigenvalues of $\mathbf{C}$. This step will typically involve the use of a computer-based algorithm for computing eigenvectors and eigenvalues. These algorithms are readily available as sub-components of most matrix algebra systems, such as R, MATLAB\textsuperscript{[21]}\textsuperscript{[22]} Mathematia\textsuperscript{,}[23] SciPy, IDL (Interactive Data Language), or GNU Octave as well as OpenCV.

- Matrix $\mathbf{D}$ will take the form of an $p \times p$ diagonal matrix, where

$$D[k, l] = \lambda_k \quad \text{for} \quad k = l$$

is the $j$th eigenvalue of the covariance matrix $\mathbf{C}$, and

$$D[k, l] = 0 \quad \text{for} \quad k \neq l.$$ 

- Matrix $\mathbf{V}$, also of dimension $p \times p$, contains $p$ column vectors, each of length $p$, which represent the $p$ eigenvectors of the covariance matrix $\mathbf{C}$.

- The eigenvalues and eigenvectors are ordered and paired. The $j$th eigenvalue corresponds to the $j$th eigenvector.

47.6.6 Rearrange the eigenvectors and eigenvalues

- Sort the columns of the eigenvector matrix $\mathbf{V}$ and eigenvalue matrix $\mathbf{D}$ in order of decreasing eigenvalue.

- Make sure to maintain the correct pairings between the columns in each matrix.

47.6.7 Compute the cumulative energy content for each eigenvector

- The eigenvalues represent the distribution of the source data’s energy among each of the eigenvectors, where the eigenvectors form a basis for the data. The cumulative energy content $g$ for the $j$th eigenvector is the sum of the energy content across all of the eigenvalues from 1 through $j$:

$$g[j] = \sum_{k=1}^{j} D[k, k] \quad \text{for} \quad j = 1, \ldots, p$$

47.6.8 Select a subset of the eigenvectors as basis vectors

- Save the first $L$ columns of $\mathbf{V}$ as the $p \times L$ matrix $\mathbf{W}$:

$$W[k, l] = V[k, l] \quad \text{for} \quad k = 1, \ldots, p \quad l = 1, \ldots, L$$

where

$$1 \leq L \leq p.$$ 

- Use the vector $g$ as a guide in choosing an appropriate value for $L$. The goal is to choose a value of $L$ as small as possible while achieving a reasonably high value of $g$ on a percentage basis. For example, you may want to choose $L$ so that the cumulative energy $g$ is above a certain threshold, like 90 percent. In this case, choose the smallest value of $L$ such that

$$\frac{g[L]}{g[p]} \geq 0.9$$
47.6.9 Convert the source data to z-scores (optional)

- Create an $p \times 1$ empirical standard deviation vector $s$ from the square root of each element along the main diagonal of the diagonalized covariance matrix $C$. (Note, that scaling operations do not commute with the KLT thus we must scale by the variances of the already-decorrelated vector, which is the diagonal of $C$):

$$s = \{s[j]\} = \{\sqrt{C[j,j]}\} \quad \text{for} j = 1, \ldots, p$$

- Calculate the $n \times p$ z-score matrix:

$$Z = \frac{B}{h \cdot s^2}$$

- Note: While this step is useful for various applications as it normalizes the data set with respect to its variance, it is not integral part of PCA/KLT.

47.6.10 Project the z-scores of the data onto the new basis

- The projected vectors are the columns of the matrix

$$T = Z \cdot W = \text{KLT}\{X\}.$$  

- The rows of matrix $T$ represent the Karhunen–Loève transforms (KLT) of the data vectors in the rows of matrix $X$.

47.7 Derivation of PCA using the covariance method

Let $X$ be a $d$-dimensional random vector expressed as column vector. Without loss of generality, assume $X$ has zero mean.

We want to find ($\ast$) a $d \times d$ orthonormal transformation matrix $P$ so that $PX$ has a diagonal covariant matrix (i.e. $PX$ is a random vector with all its distinct components pairwise uncorrelated).

A quick computation assuming $P$ were unitary yields:

$$\text{var}(PX) = \mathbb{E}[PX \ (PX)^\dagger]$$

$$= \mathbb{E}[PX \ X^\dagger P^\dagger]$$

$$= P \ \mathbb{E}[XX^\dagger] P^\dagger$$

$$= P \ \text{var}(X) P^{-1}$$

Hence ($\ast$) holds if and only if $\text{var}(X)$ were diagonalisable by $P$.

This is very constructive, as $\text{var}(X)$ is guaranteed to be a non-negative definite matrix and thus is guaranteed to be diagonalisable by some unitary matrix.

47.7.1 Iterative computation

In practical implementations especially with high dimensional data (large $p$), the covariance method is rarely used because it is not efficient. One way to compute the first principal component efficiently\(^{[24]}\) is shown in the following pseudo-code, for a data matrix $X$ with zero mean, without ever computing its covariance matrix.

$r = \text{a random vector of length} \ p \ \text{do}\ c \ \text{times:} \ s = 0 \ \text{(a vector of length} \ p) \ \text{for each row}\ \mathbf{x} \in X \ s = s + (\mathbf{x} \cdot r)\mathbf{x}$

$r = \frac{s}{|s|} \ \text{return} \ r$

This algorithm is simply an efficient way of calculating $X^T X \ r$, normalizing, and placing the result back in $r$ (power iteration). It avoids the $np^2$ operations of calculating the covariance matrix. $r$ will typically get close to the first principal component of $X$ within a small number of iterations, $c$. (The magnitude of $s$ will be larger after each iteration. Convergence can be detected when it increases by an amount too small for the precision of the machine.)

Subsequent principal components can be computed by subtracting component $r$ from $X$ (see Gram–Schmidt) and then repeating this algorithm to find the next principal component. However this simple approach is not numerically stable if more than a small number of principal components are required, because imprecisions in the calculations will additively affect the estimates of subsequent principal components. More advanced methods build on this basic idea, as with the closely related Lanczos algorithm.

One way to compute the eigenvalue that corresponds with each principal component is to measure the difference in mean-squared-distance between the rows and the centroid, before and after subtracting out the principal component. The eigenvalue that corresponds with the component that was removed is equal to this difference.

47.7.2 The NIPALS method

Main article: Non-linear iterative partial least squares

For very-high-dimensional datasets, such as those generated in the *omics sciences (e.g., genomics, metabolomics) it is usually only necessary to compute the first few PCs. The non-linear iterative partial least squares (NIPALS) algorithm calculates $t_1$ and $w_1^T$ from $X$. The outer product, $t_1w_1^T$ can then be subtracted from $X$ leaving the residual matrix $E_1$. This can be then used.
to calculate subsequent PCs.[25] This results in a dramatic reduction in computational time since calculation of the covariance matrix is avoided.

However, for large data matrices, or matrices that have a high degree of column collinearity, NIPALS suffers from loss of orthogonality due to machine precision limitations accumulated in each iteration step.[26] A Gram–Schmidt (GS) re-orthogonalization algorithm is applied to both the scores and the loadings at each iteration step to eliminate this loss of orthogonality.[27]

47.7.3 Online/sequential estimation

In an “online” or “streaming” situation with data arriving piece by piece rather than being stored in a single batch, it is useful to make an estimate of the PCA projection that can be updated sequentially. This can be done efficiently, but requires different algorithms.[28]

47.8 PCA and qualitative variables

In PCA, it is common that we want to introduce qualitative variables as supplementary elements. For example, many quantitative variables have been measured on plants. For these plants, some qualitative variables are available as, for example, the species to which the plant belongs. These data were subjected to PCA for quantitative variables. When analyzing the results, it is natural to connect the principal components to the qualitative variable species. For this, the following results are produced.

- Identification, on the factorial planes, of the different species e.g. using different colors.

- Representation, on the factorial planes, of the centers of gravity of plants belonging to the same species.

- For each center of gravity and each axis, p-value to judge the significance of the difference between the center of gravity and origin.

These results are what is called introducing a qualitative variable as supplementary element. This procedure is detailed in and Husson, Lê & Pagès 2009 and Pagès 2013. Few software offer this option in an “automatic” way. This is the case of SPAD that historically, following the work of Ludovic Lebart, was the first to propose this option, and the R package FactoMineR.

47.9 Applications

47.10 Relation between PCA and K-means clustering

It was asserted in[30][31] that the relaxed solution of k-means clustering, specified by the cluster indicators, is given by the PCA (principal component analysis) principal components, and the PCA subspace spanned by the principal directions is identical to the cluster centroid subspace. However, that PCA is a useful relaxation of k-means clustering was not a new result (see, for example,[32]), and it is straightforward to uncover counterexamples to the statement that the cluster centroid subspace is spanned by the principal directions.[33]
47.11 Relation between PCA and factor analysis\[34\]

Principal component analysis creates variables that are linear combinations of the original variables. The new variables have the property that the variables are all orthogonal. The principal components can be used to find clusters in a set of data. PCA is a variance-focused approach seeking to reproduce the total variable variance, in which components reflect both common and unique variance of the variable. PCA is generally preferred for purposes of data reduction (i.e., translating variable space into optimal factor space) but not when the goal is to detect the latent construct or factors.

Factor analysis is similar to principal component analysis, in that factor analysis also involves linear combinations of variables. Different from PCA, factor analysis is a correlation-focused approach seeking to reproduce the inter-correlations among variables, in which the factors “represent the common variance of variables, excluding unique variance\[35\]”. Factor analysis is generally used when the research purpose is detecting data structure (i.e., latent constructs or factors) or causal modeling.

47.12 Correspondence analysis

Correspondence analysis (CA) was developed by Jean-Paul Benzécri[36] and is conceptually similar to PCA, but scales the data (which should be non-negative) so that rows and columns are treated equivalently. It is traditionally applied to contingency tables. CA decomposes the chi-squared statistic associated to this table into orthogonal factors.\[37\] Because CA is a descriptive technique, it can be applied to tables for which the chi-squared statistic is appropriate or not. Several variants of CA are available including detrended correspondence analysis and canonical correspondence analysis. One special extension is multiple correspondence analysis, which may be seen as the counterpart of principal component analysis for categorical data.\[38\]

47.13 Generalizations

47.13.1 Nonlinear generalizations

Most of the modern methods for nonlinear dimensionality reduction find their theoretical and algorithmic roots in PCA or K-means. Pearson’s original idea was to take a straight line (or plane) which will be “the best fit” to a set of data points. Principal curves and manifolds\[42\] give the natural geometric framework for PCA generalization and extend the geometric interpretation of PCA by explicitly constructing an embedded manifold for data approximation, and by encoding using standard geometric projection onto the manifold, as it is illustrated by Fig. See also the elastic map algorithm and principal geodesic analysis. Another popular generalization is kernel PCA, which corresponds to PCA performed in a reproducing kernel Hilbert space associated with a positive definite kernel.

47.13.2 Multilinear generalizations

In multilinear subspace learning,\[43\] PCA is generalized to multilinear PCA (MPCA) that extracts features directly from tensor representations. MPCA is solved by performing PCA in each mode of the tensor iteratively. MPCA has been applied to face recognition, gait recognition, etc. MPCA is further extended to uncorrelated MPCA, non-negative MPCA and robust MPCA.

47.13.3 Higher order

N-way principal component analysis may be performed with models such as Tucker decomposition, PARAFAC,
multiple factor analysis, co-inertia analysis, STATIS, and DISTATIS.

47.13.4 Robustness – weighted PCA

While PCA finds the mathematically optimal method (as in minimizing the squared error), it is sensitive to outliers in the data that produce large errors PCA tries to avoid. It therefore is common practice to remove outliers before computing PCA. However, in some contexts, outliers can be difficult to identify. For example in data mining algorithms like correlation clustering, the assignment of points to clusters and outliers is not known beforehand. A recently proposed generalization of PCA based on a weighted PCA increases robustness by assigning different weights to data objects based on their estimated relevancy.

47.13.5 Robust PCA via Decomposition in Low Rank and Sparse Matrices

Robust principal component analysis (RPCA) is a modification of the widely used statistical procedure Principal component analysis (PCA) which works well with respect to grossly corrupted observations.

47.13.6 Sparse PCA

A particular disadvantage of PCA is that the principal components are usually linear combinations of all input variables. Sparse PCA overcomes this disadvantage by finding linear combinations that contain just a few input variables.

47.14 Software/source code

- FactoMineR – Probably the more complete library of functions for exploratory data analysis.
- XLSTAT - Principal Component Analysis is a part of XLSTAT core module.
- Mathematica – Implements principal component analysis with the PrincipalComponents command using both covariance and correlation methods.
- DataMelt - A Java free program that implements several classes to build PCA analysis and to calculate eccentricity of random distributions.
- NAG Library – Principal components analysis is implemented via the g03aa routine (available in both the Fortran and the C versions of the Library).
- SIMCA – Commercial software package available to perform PCA analysis.
- CORICO - Commercial software, offers principal components analysis coupled with Iconographie des correlations.
- MATLAB Statistics Toolbox – The functions princomp and pca (R2012b) give the principal components, while the function pears gives the residuals and reconstructed matrix for a low-rank PCA approximation. An example MATLAB implementation of PCA is available.
- Oracle Database 12c – Implemented via DBMS_DATA_MINING.SVDS_SCORING_MODE by specifying setting value SVDS_SCORING_PCA.
- GNU Octave – Free software computational environment mostly compatible with MATLAB, the function princomp gives the principal component.
- R – Free statistical package, the functions princomp and prcomp can be used for principal component analysis; prcomp uses singular value decomposition which generally gives better numerical accuracy. Some packages that implement PCA in R, include, but are not limited to: ade4, vegan, ExPosition, and FactoMineR.
- SAS, PROC FACTOR – Offers principal components analysis.
- MLPACK – Provides an implementation of principal component analysis in C++.
- XLMiner – The principal components tab can be used for principal component analysis.
- Stata – The pca command provides principal components analysis.
- imDEV – Free Excel addon to calculate principal components using R package.
- ViSta: The Visual Statistics System – Free software that provides principal components analysis, simple and multiple correspondence analysis.
- Spectramap – Software to create a biplot using principal components analysis, correspondence analysis or spectral map analysis.
- FinMath – .NET numerical library containing an implementation of PCA.
• Unscrambler X – Multivariate analysis software enabling Principal Component Analysis (PCA) with PCA Projection.\[66\]
• OpenCV\[65\]
• NMath – Proprietary numerical library containing PCA for the .NET Framework.
• IDL – The principal components can be calculated using the function pcomp.\[66\]
• Weka – Computes principal components.\[67\]
• Qlucore – Commercial software for analyzing multivariate data with instant response using PCA\[68\]
• Orange (software) – Supports PCA through its Linear Projection widget.
• EIGENSOFT – Provides a version of PCA adapted for population genetics analysis.\[69\]
• Partek Genomics Suite – Statistical software able to perform PCA.\[70\]
• libpca C++ library – Offers PCA and corresponding transformations.
• Origin – Contains PCA in its Pro version.
• Scikit-learn – Python library for machine learning which contains PCA, Probabilistic PCA, Kernel PCA, Sparse PCA and other techniques in the decomposition module.\[71\]
• Knime\[72\], A java based nodal arranging software for Analysis, in this the nodes called PCA, PCA compute, PCA Apply, PCA inverse make it easily.
• Julia – Supports PCA with the pca function in the MultivariateStats package\[73\]
• Netflix Surus – Provides a Java implementation of robust PCA with wrappers for Pig.
• Insightomics - Run principal component analysis directly on your browser.

47.15 See also

• Correspondence analysis (for contingency tables)
• Multiple correspondence analysis (for qualitative variables)
• Factor analysis of mixed data (for quantitative and qualitative variables)
• Canonical correlation
• CUR matrix approximation (can replace of low-rank SVD approximation)
• Detrended correspondence analysis
• Dynamic mode decomposition
• Eigenface
• Exploratory factor analysis (Wikiversity)
• Factorial code
• Functional principal component analysis
• Geometric data analysis
• Independent component analysis
• Kernel PCA
• Low-rank approximation
• Matrix decomposition
• Non-negative matrix factorization
• Nonlinear dimensionality reduction
• Oja’s rule
• Point distribution model (PCA applied to morphometry and computer vision)
• Principal component analysis (Wikibooks)
• Principal component regression
• Singular spectrum analysis
• Singular value decomposition
• Sparse PCA
• Transform coding
• Weighted least squares

47.16 Notes


[21] eig function Matlab documentation

[22] MATLAB PCA-based Face recognition software

[23] Eigenvales function Mathematica documentation


[34] http://www.linkedin.com/groups/What-is-difference-between-factor-107833.S. 162765950


[46] PrincipalComponents Mathematica Documentation


[50] PcaPress www.utdallas.edu

[51] Oracle documentation http://docs.oracle.com

[52] princomp octave.sourceforge.net

[53] princomp

[54] pcomp


[59] imDEV.sourceforge.net

[60] pcaMethods www.bioconductor.org


[63] FinMath rtmath.net

[64] http://www.camo.com

[65] Computer Vision Library sourceforge.net

[66] PCOMP (IDL Reference) | Exelis VIS Docs Center IDL online documentation

[67] javadoc weka.sourceforge.net


[69] EIGENSOFT genepath.med.harvard.edu

[70] Partek Genomics Suite www.partek.com

[71] http://scikit-learn.org


47.17 References


47.18 External links

- University of Copenhagen video by Rasmus Bro on YouTube
- Stanford University video by Andrew Ng on YouTube
- A Tutorial on Principal Component Analysis
- A layman’s introduction to principal component analysis on YouTube (a video of less than 100 seconds.)
- See also the list of Software implementations
Chapter 48

Dimensionality reduction

For dimensional reduction in physics, see Dimensional reduction.

In machine learning and statistics, dimensionality reduction or dimension reduction is the process of reducing the number of random variables under consideration,\(^1\) and can be divided into feature selection and feature extraction.\(^2\)

48.1 Feature selection

Main article: Feature selection

Feature selection approaches try to find a subset of the original variables (also called features or attributes). Two strategies are filter (e.g. information gain) and wrapper (e.g. search guided by the accuracy) approaches. See also combinatorial optimization problems.

In some cases, data analysis such as regression or classification can be done in the reduced space more accurately than in the original space.

48.2 Feature extraction

Main article: Feature extraction

Feature extraction transforms the data in the high-dimensional space to a space of fewer dimensions. The data transformation may be linear, as in principal component analysis (PCA), but many nonlinear dimensionality reduction techniques also exist.\(^3\)[4] For multidimensional data, tensor representation can be used in dimensionality reduction through multilinear subspace learning.\(^5\)

The main linear technique for dimensionality reduction, principal component analysis, performs a linear mapping of the data to a lower-dimensional space in such a way that the variance of the data in the low-dimensional representation is maximized. In practice, the correlation matrix of the data is constructed and the eigenvectors on this matrix are computed. The eigenvectors that correspond to the largest eigenvalues (the principal components) can now be used to reconstruct a large fraction of the variance of the original data. Moreover, the first few eigenvectors can often be interpreted in terms of the large-scale physical behavior of the system. The original space (with dimension of the number of points) has been reduced (with data loss, but hopefully retaining the most important variance) to the space spanned by a few eigenvectors.

Principal component analysis can be employed in a nonlinear way by means of the kernel trick. The resulting technique is capable of constructing nonlinear mappings that maximize the variance in the data. The resulting technique is entitled kernel PCA. Other prominent nonlinear techniques include manifold learning techniques such as Isomap, locally linear embedding (LLE), Hessian LLE, Laplacian eigenmaps, and LTSA. These techniques construct a low-dimensional data representation using a cost function that retains local properties of the data, and can be viewed as defining a graph-based kernel for Kernel PCA. More recently, techniques have been proposed that, instead of defining a fixed kernel, try to learn the kernel using semidefinite programming. The most prominent example of such a technique is maximum variance unfolding (MVU). The central idea of MVU is to exactly preserve all pairwise distances between nearest neighbors (in the inner product space), while maximizing the distances between points that are not nearest neighbors. A dimensionality reduction technique that is sometimes used in neuroscience is maximally informative dimensions, which finds a lower-dimensional representation of a dataset such that as much information as possible about the original data is preserved.

An alternative approach to neighborhood preservation is through the minimization of a cost function that measures differences between distances in the input and output spaces. Important examples of such techniques include classical multidimensional scaling (which is identical to PCA), Isomap (which uses geodesic distances in the data space), diffusion maps (which uses diffusion distances in the data space), t-SNE (which minimizes the divergence between distributions over pairs of points), and curvilinear component analysis.

A different approach to nonlinear dimensionality reduc-
tion is through the use of autoencoders, a special kind of feed-forward neural networks with a bottle-neck hidden layer.\[6\] The training of deep encoders is typically performed using a greedy layer-wise pre-training (e.g., using a stack of restricted Boltzmann machines) that is followed by a finetuning stage based on backpropagation.

48.3 Dimension reduction

For high-dimensional datasets (i.e., with number of dimensions more than 10), dimension reduction is usually performed prior to applying a K-nearest neighbors algorithm (k-NN) in order to avoid the effects of the curse of dimensionality. \[7\]

Feature extraction and dimension reduction can be combined in one step using principal component analysis (PCA), linear discriminant analysis (LDA), or canonical correlation analysis (CCA) techniques as a pre-processing step followed by clustering by K-NN on feature vectors in reduced-dimension space. In machine learning this process is also called low-dimensional embedding. \[8\]

For very-high-dimensional datasets (e.g., when performing similarity search on live video streams, DNA data or high-dimensional Time series) running a fast approximate K-NN search using locality sensitive hashing, “random projections”, \[9\] “sketches” \[10\] or other high-dimensional similarity search techniques from the VLDB toolbox might be the only feasible option.

48.4 See also

- Nearest neighbor search
- MinHash
- Information gain in decision trees
- Semidefinite embedding
- Multifactor dimensionality reduction
- Multilinear subspace learning
- Multilinear PCA
- Singular value decomposition
- Latent semantic analysis
- Semantic mapping
- Topological data analysis
- Locality sensitive hashing
- Sufficient dimension reduction
- Data transformation (statistics)
- Weighted correlation network analysis

48.5 Notes


48.6 References

48.7 External links

- JMLR Special Issue on Variable and Feature Selection
- ELastic MAPs
- Locally Linear Embedding
- A Global Geometric Framework for Nonlinear Dimensionality Reduction
Chapter 49

Greedy algorithm

Greedy algorithms determine minimum number of coins to give while making change. These are the steps a human would take to emulate a greedy algorithm to represent 36 cents using only coins with values {1, 5, 10, 20}. The coin of the highest value, less than the remaining change owed, is the local optimum. (Note that in general the change-making problem requires dynamic programming or integer programming to find an optimal solution; however, most currency systems, including the Euro and US Dollar, are special cases where the greedy strategy does find an optimal solution.)

49.1 Specifics

In general, greedy algorithms have five components:

1. A candidate set, from which a solution is created
2. A selection function, which chooses the best candidate to be added to the solution
3. A feasibility function, that is used to determine if a candidate can be used to contribute to a solution
4. An objective function, which assigns a value to a solution, or a partial solution, and
5. A solution function, which will indicate when we have discovered a complete solution

Greedy algorithms produce good solutions on some mathematical problems, but not on others. Most problems for which they work will have two properties:

Greedy choice property We can make whatever choice seems best at the moment and then solve the sub-problems that arise later. The choice made by a greedy algorithm may depend on choices made so far, but not on future choices or all the solutions to the subproblem. It iteratively makes one greedy choice after another, reducing each given problem into a smaller one. In other words, a greedy algorithm never reconsiders its choices. This is the main difference from dynamic programming, which is exhaustive and is guaranteed to find the solution.

After every stage, dynamic programming makes decisions based on all the decisions made in the previous stage, and may reconsider the previous stage’s algorithmic path to solution.

Optimal substructure “A problem exhibits optimal substructure if an optimal solution to the problem contains optimal solutions to the sub-problems.”

A greedy algorithm is an algorithm that follows the problem solving heuristic of making the locally optimal choice at each stage[1] with the hope of finding a global optimum. In many problems, a greedy strategy does not in general produce an optimal solution, but nonetheless a greedy heuristic may yield locally optimal solutions that approximate a global optimal solution in a reasonable time.

For example, a greedy strategy for the traveling salesman problem (which is of a high computational complexity) is the following heuristic: “At each stage visit an unvisited city nearest to the current city”. This heuristic need not find a best solution, but terminates in a reasonable number of steps; finding an optimal solution typically requires unreasonably many steps. In mathematical optimization, greedy algorithms solve combinatorial problems having the properties of matroids.
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49.1.1 Cases of failure

Examples on how a greedy algorithm may fail to achieve the optimal solution.

Starting at A, a greedy algorithm will find the local maximum at “m”, oblivious of the global maximum at “M”.

With a goal of reaching the largest-sum, at each step, the greedy algorithm will choose what appears to be the optimal immediate choice, so it will choose 12 instead of 3 at the second step, and will not reach the best solution, which contains 99.

For many other problems, greedy algorithms fail to produce the optimal solution, and may even produce the unique worst possible solution. One example is the traveling salesman problem mentioned above: for each number of cities, there is an assignment of distances between the cities for which the nearest neighbor heuristic produces the unique worst possible tour.[3]

49.2 Types

Greedy algorithms can be characterized as being 'short sighted', and also as 'non-recoverable'. They are ideal only for problems which have 'optimal substructure'. Despite this, for many simple problems (e.g. giving change), the best suited algorithms are greedy algorithms. It is important, however, to note that the greedy algorithm can be used as a selection algorithm to prioritize options within a search, or branch and bound algorithm. There are a few variations to the greedy algorithm:

- Pure greedy algorithms
- Orthogonal greedy algorithms
- Relaxed greedy algorithms

49.3 Applications

Greedy algorithms mostly (but not always) fail to find the globally optimal solution, because they usually do not operate exhaustively on all the data. They can make commitments to certain choices too early which prevent them from finding the best overall solution later. For example, all known greedy coloring algorithms for the graph coloring problem and all other NP-complete problems do not consistently find optimum solutions. Nevertheless, they are useful because they are quick to think up and often give good approximations to the optimum.

If a greedy algorithm can be proven to yield the global optimum for a given problem class, it typically becomes the method of choice because it is faster than other optimization methods like dynamic programming. Examples of such greedy algorithms are Kruskal's algorithm and Prim's algorithm for finding minimum spanning trees, and the algorithm for finding optimum Huffman trees.

The theory of matroids, and the more general theory of greedoids, provide whole classes of such algorithms.

Greedy algorithms appear in network routing as well. Using greedy routing, a message is forwarded to the neighboring node which is "closest" to the destination. The notion of a node’s location (and hence "closeness") may be determined by its physical location, as in geographic routing used by ad hoc networks. Location may also be an entirely artificial construct as in small world routing and distributed hash table.

49.4 Examples

- The activity selection problem is characteristic to this class of problems, where the goal is to pick the maximum number of activities that do not clash with each other.
- In the Macintosh computer game Crystal Quest the objective is to collect crystals, in a fashion similar to the travelling salesman problem. The game has a demo mode, where the game uses a greedy algorithm to go to every crystal. The artificial intelligence does not account for obstacles, so the demo mode often ends quickly.
The matching pursuit is an example of greedy algorithm applied on signal approximation.

A greedy algorithm finds the optimal solution to Malfatti’s problem of finding three disjoint circles within a given triangle that maximize the total area of the circles; it is conjectured that the same greedy algorithm is optimal for any number of circles.

A greedy algorithm is used to construct a Huffman tree during Huffman coding where it finds an optimal solution.

In decision tree learning, greedy algorithms are commonly used, however they are not guaranteed to find the optimal solution.

49.5 See also

- Epsilon-greedy strategy
- Greedy algorithm for Egyptian fractions
- Greedy source
- Matroid

49.6 Notes


49.7 References


- Introduction to Algorithms (Cormen, Leiserson, Rivest, and Stein) 2001, Chapter 16 “Greedy Algorithms”.


49.8 External links


- Greedy algorithm visualization A visualization of a greedy solution to the N-Queens puzzle by Yuval Baror.

- Python greedy coin example by Noah Gift.

- Java implementation used in a Checkers Game
Chapter 50

Reinforcement learning

For reinforcement learning in psychology, see Reinforcement.

Reinforcement learning is an area of machine learning inspired by behaviorist psychology, concerned with how software agents ought to take actions in an environment so as to maximize some notion of cumulative reward. The problem, due to its generality, is studied in many other disciplines, such as game theory, control theory, operations research, information theory, simulation-based optimization, multi-agent systems, swarm intelligence, statistics, and genetic algorithms. In the operations research and control literature, the field where reinforcement learning methods are studied is called approximate dynamic programming. The problem has been studied in the theory of optimal control, though most studies are concerned with the existence of optimal solutions and their characterization, and not with the learning or approximation aspects. In economics and game theory, reinforcement learning may be used to explain how equilibrium may arise under bounded rationality.

In machine learning, the environment is typically formulated as a Markov decision process (MDP) as many reinforcement learning algorithms for this context utilize dynamic programming techniques. The main difference between the classical techniques and reinforcement learning algorithms is that the latter do not need knowledge about the MDP and they target large MDPs where exact methods become infeasible.

Reinforcement learning differs from standard supervised learning in that correct input/output pairs are never presented, nor sub-optimal actions explicitly corrected. Further, there is a focus on on-line performance, which involves finding a balance between exploration (of uncharted territory) and exploitation (of current knowledge). The exploration vs. exploitation trade-off in reinforcement learning has been most thoroughly studied through the multi-armed bandit problem and in finite MDPs.

50.1 Introduction

The basic reinforcement learning model consists of:

1. a set of environment states $S$;
2. a set of actions $A$;
3. rules of transitioning between states;
4. rules that determine the scalar immediate reward of a transition; and
5. rules that describe what the agent observes.

The rules are often stochastic. The observation typically involves the scalar immediate reward associated with the last transition. In many works, the agent is also assumed to observe the current environmental state, in which case we talk about full observability, whereas in the opposing case we talk about partial observability. Sometimes the set of actions available to the agent is restricted (e.g., you cannot spend more money than what you possess).

A reinforcement learning agent interacts with its environment in discrete time steps. At each time $t$, the agent receives an observation $o_t$, which typically includes the reward $r_t$. It then chooses an action $a_t$ from the set of actions available, which is subsequently sent to the environment. The environment moves to a new state $s_{t+1}$ and the reward $r_{t+1}$ associated with the transition $(s_t, a_t, s_{t+1})$ is determined. The goal of a reinforcement learning agent is to collect as much reward as possible. The agent can choose any action as a function of the history and it can even randomize its action selection.

When the agent’s performance is compared to that of an agent which acts optimally from the beginning, the difference in performance gives rise to the notion of regret. Note that in order to act near optimally, the agent must reason about the long term consequences of its actions: In order to maximize my future income I had better go to school now, although the immediate monetary reward associated with this might be negative.

Thus, reinforcement learning is particularly well suited to problems which include a long-term versus short-term reward trade-off. It has been applied successfully to various
problems, including robot control, elevator scheduling, telecommunications, backgammon and checkers (Sutton and Barto 1998, Chapter 11).

Two components make reinforcement learning powerful: The use of samples to optimize performance and the use of function approximation to deal with large environments. Thanks to these two key components, reinforcement learning can be used in large environments in any of the following situations:

- A model of the environment is known, but an analytic solution is not available;
- Only a simulation model of the environment is given (the subject of simulation-based optimization);[1]
- The only way to collect information about the environment is by interacting with it.

The first two of these problems could be considered planning problems (since some form of the model is available), while the last one could be considered as a genuine learning problem. However, under a reinforcement learning methodology both planning problems would be converted to machine learning problems.

50.2 Exploration

The reinforcement learning problem as described requires clever exploration mechanisms. Randomly selecting actions, without reference to an estimated probability distribution, is known to give rise to very poor performance. The case of (small) finite MDPs is relatively well understood by now. However, due to the lack of algorithms that would provably scale well with the number of states (or scale to problems with infinite state spaces), in practice people resort to simple exploration methods. One such method is ε-greedy, when the agent chooses the action that it believes has the best long-term effect with probability $1 - \epsilon$, and it chooses an action uniformly at random, otherwise. Here, $0 < \epsilon < 1$ is a tuning parameter, which is sometimes changed, either according to a fixed schedule (making the agent explore less as time goes by), or adaptively based on some heuristics (Tokin & Palm, 2011).

50.3 Algorithms for control learning

Even if the issue of exploration is disregarded and even if the state was observable (which we assume from now on), the problem remains to find out which actions are good based on past experience.

50.3.1 Criterion of optimality

For simplicity, assume for a moment that the problem studied is episodic, an episode ending when some terminal state is reached. Assume further that no matter what course of actions the agent takes, termination is inevitable. Under some additional mild regularity conditions the expectation of the total reward is then well-defined, for any policy and any initial distribution over the states. Here, a policy refers to a mapping that assigns some probability distribution over the actions to all possible histories.

Given a fixed initial distribution $\mu$, we can thus assign the expected return $\rho^\pi$ to policy $\pi$:

$$\rho^\pi = E[R(\pi)],$$

where the random variable $R$ denotes the return and is defined by

$$R = \sum_{t=0}^{N-1} r_{t+1},$$

where $r_{t+1}$ is the reward received after the $t$-th transition, the initial state is sampled at random from $\mu$ and actions are selected by policy $\pi$. Here, $N$ denotes the (random) time when a terminal state is reached, i.e., the time when the episode terminates.

In the case of non-episodic problems the return is often discounted,

$$R = \sum_{t=0}^{\infty} \gamma^t r_{t+1},$$

giving rise to the total expected discounted reward criterion. Here $0 \leq \gamma \leq 1$ is the so-called discount-factor. Since the undiscounted return is a special case of the discounted return, from now on we will assume discounting. Although this looks innocent enough, discounting is in fact problematic if one cares about online performance. This is because discounting makes the initial time steps more important. Since a learning agent is likely to make mistakes during the first few steps after its “life” starts, no uninformed learning algorithm can achieve near-optimal performance under discounting even if the class of environments is restricted to that of finite MDPs. (This does not mean though that, given enough time, a learning agent cannot figure how to act near-optimally, if time was restarted.)

The problem then is to specify an algorithm that can be used to find a policy with maximum expected return. From the theory of MDPs it is known that, without loss of generality, the search can be restricted to the set of the
so-called stationary policies. A policy is called stationary if the action-distribution returned by it depends only on the last state visited (which is part of the observation history of the agent, by our simplifying assumption). In fact, the search can be further restricted to deterministic stationary policies. A deterministic stationary policy is one which deterministically selects actions based on the current state. Since any such policy can be identified with a mapping from the set of states to the set of actions, these policies can be identified with such mappings with no loss of generality.

50.3.2 Brute force

The brute force approach entails the following two steps:

1. For each possible policy, sample returns while following it
2. Choose the policy with the largest expected return

One problem with this is that the number of policies can be extremely large, or even infinite. Another is that variance of the returns might be large, in which case a large number of samples will be required to accurately estimate the return of each policy.

These problems can be ameliorated if we assume some structure and perhaps allow samples generated from one policy to influence the estimates made for another. The two main approaches for achieving this are value function estimation and direct policy search.

50.3.3 Value function approaches

Value function approaches attempt to find a policy that maximizes the return by maintaining a set of estimates of expected returns for some policy (usually either the “current” or the optimal one).

These methods rely on the theory of MDPs, where optimality is defined in a sense which is stronger than the above one: A policy is called optimal if it achieves the best expected return from any initial state (i.e., initial distributions play no role in this definition). Again, one can always find an optimal policy amongst stationary policies.

To define optimality in a formal manner, define the value of a policy \( \pi \) by

\[
V^\pi(s) = \mathbb{E}[R | s, \pi],
\]

where \( R \) stands for the random return associated with following \( \pi \) from the initial state \( s \). Define \( V^\pi(s) \) as the maximum possible value of \( V^\pi(s) \), where \( \pi \) is allowed to change:

\[
V^*(s) = \sup_\pi V^\pi(s).
\]

A policy which achieves these optimal values in each state is called optimal. Clearly, a policy optimal in this strong sense is also optimal in the sense that it maximizes the expected return \( \rho^\pi \), since \( \rho^\pi = \mathbb{E}[V^\pi(S)] \), where \( S \) is a state randomly sampled from the distribution \( \mu \).

Although state-values suffice to define optimality, it will prove to be useful to define action-values. Given a state \( s \), an action \( a \) and a policy \( \pi \), the action-value of the pair \((s, a)\) under \( \pi \) is defined by

\[
Q^\pi(s, a) = \mathbb{E}[R | s, a, \pi],
\]

where, now, \( R \) stands for the random return associated with first taking action \( a \) in state \( s \) and following \( \pi \), thereafter.

It is well-known from the theory of MDPs that if someone gives us \( Q \) for an optimal policy, we can always choose optimal actions (and thus act optimally) by simply choosing the action with the highest value at each state. The action-value function of such an optimal policy is called the optimal action-value function and is denoted by \( Q^* \).

In summary, the knowledge of the optimal action-value function alone suffices to know how to act optimally.

Assuming full knowledge of the MDP, there are two basic approaches to compute the optimal action-value function, value iteration and policy iteration. Both algorithms compute a sequence of functions \( Q_k \) \((k = 0, 1, 2, \ldots, )\) which converge to \( Q^* \). Computing these functions involves computing expectations over the whole state-space, which is impractical for all, but the smallest (finite) MDPs, never mind the case when the MDP is unknown.

In reinforcement learning methods the expectations are approximated by averaging over samples and one uses function approximation techniques to cope with the need to represent value functions over large state-action spaces.

Monte Carlo methods

The simplest Monte Carlo methods can be used in an algorithm that mimics policy iteration. Policy iteration consists of two steps: policy evaluation and policy improvement. The Monte Carlo methods are used in the policy evaluation step. In this step, given a stationary, deterministic policy \( \pi \), the goal is to compute the function values \( Q^\pi(s, a) \) (or a good approximation to them) for all state-action pairs \((s, a)\). Assume (for simplicity) that the MDP is finite and in fact a table representing the action-values fits into the memory. Further, assume that the problem is episodic and after each episode a new one starts from some random initial state. Then, the estimate of the value of a given state-action pair \((s, a)\) can be computed by simply averaging the sampled returns which
originated from \((s, a)\) over time. Given enough time, this procedure can thus construct a precise estimate \(Q\) of the action-value function \(Q^\pi\). This finishes the description of the policy evaluation step. In the policy improvement step, as it is done in the standard policy iteration algorithm, the next policy is obtained by computing a greedy policy with respect to \(Q\) : Given a state \(s\), this new policy returns an action that maximizes \(Q(s, \cdot)\). In practice one often avoids computing and storing the new policy, but uses lazy evaluation to defer the computation of the maximizing actions to when they are actually needed.

A few problems with this procedure are as follows:

- The procedure may waste too much time on evaluating a suboptimal policy;
- It uses samples inefficiently in that a long trajectory is used to improve the estimate only of the single state-action pair that started the trajectory;
- When the returns along the trajectories have high variance, convergence will be slow;
- It works in episodic problems only;
- It works in small, finite MDPs only.

**Temporal difference methods**

The first issue is easily corrected by allowing the procedure to change the policy (at all, or at some states) before the values settle. However good this sounds, this may be dangerous as this might prevent convergence. Still, most current algorithms implement this idea, giving rise to the class of generalized policy iteration algorithm. We note in passing that actor critic methods belong to this category.

The second issue can be corrected within the algorithm by allowing trajectories to contribute to any state-action pair in them. This may also help to some extent with the third problem, although a better solution when returns have high variance is to use Sutton’s temporal difference (TD) methods which are based on the recursive Bellman equation. Note that the computation in TD methods can be incremental (when after each transition the memory turns are noisy. Though this problem is mitigated to some extent by temporal difference methods and if one uses the so-called compatible function approximation method, more work remains to be done to increase generality and efficiency. Another problem specific to temporal difference methods comes from their reliance on the recursive Bellman equation. Most temporal difference methods have a so-called \(\lambda\) parameter \((0 \leq \lambda \leq 1)\) that allows one to continuously interpolate between Monte-Carlo methods (which do not rely on the Bellman equations) and the basic temporal difference methods (which rely entirely on the Bellman equations), which can thus be effective in palliating this issue.

**50.3.4 Direct policy search**

An alternative method to find a good policy is to search directly in (some subset of) the policy space, in which case the problem becomes an instance of stochastic optimization. The two approaches available are gradient-based and gradient-free methods.

Gradient-based methods (giving rise to the so-called policy gradient methods) start with a mapping from a finite-dimensional (parameter) space to the space of policies: given the parameter vector \(\theta\), let \(\pi_\theta\) denote the policy associated to \(\theta\). Define the performance function by

\[
\rho(\theta) = \rho^{\pi_\theta}.
\]

Under mild conditions this function will be differentiable as a function of the parameter vector \(\theta\). If the gradient
of \( \rho \) was known, one could use gradient ascent. Since an analytic expression for the gradient is not available, one must rely on a noisy estimate. Such an estimate can be constructed in many ways, giving rise to algorithms like Williams’ REINFORCE method (which is also known as the likelihood ratio method in the simulation-based optimization literature). Policy gradient methods have received a lot of attention in the last couple of years (e.g., Peters et al. (2003)), but they remain an active field. An overview of policy search methods in the context of robotics has been given by Deisenroth, Neumann and Peters. The issue with many of these methods is that they may get stuck in local optima (as they are based on local search).

A large class of methods avoids relying on gradient information. These include simulated annealing, cross-entropy search or methods of evolutionary computation. Many gradient-free methods can achieve (in theory and in the limit) a global optimum. In a number of cases they have indeed demonstrated remarkable performance.

The issue with policy search methods is that they may converge slowly if the information based on which they act is noisy. For example, this happens when in episodic problems the trajectories are long and the variance of the returns is large. As argued beforehand, value-function based methods that rely on temporal differences might help in this case. In recent years, several actor-critic algorithms have been proposed following this idea and were demonstrated to perform well in various problems.

50.5 Current research

Current research topics include: adaptive methods which work with fewer (or no) parameters under a large number of conditions, addressing the exploration problem in large MDPs, large-scale empirical evaluations, learning and acting under partial information (e.g., using Predictive State Representation), modular and hierarchical reinforcement learning, improving existing value-function and policy search methods, algorithms that work well with large (or continuous) action spaces, transfer learning, lifelong learning, efficient sample-based planning (e.g., based on Monte-Carlo tree search). Multiagent or Distributed Reinforcement Learning is also a topic of interest in current research. There is also a growing interest in real life applications of reinforcement learning. Successes of reinforcement learning are collected on here and here.

Reinforcement learning algorithms such as TD learning are also being investigated as a model for Dopamine-based learning in the brain. In this model, the dopaminergic projections from the substantia nigra to the basal ganglia function as the prediction error. Reinforcement learning has also been used as a part of the model for human skill learning, especially in relation to the interaction between implicit and explicit learning in skill acquisition (the first publication on this application was in 1995-1996, and there have been many follow-up studies). See http://webdocs.cs.ualberta.ca/~sutton/RL-FAQ.html#behaviorism for further details of these research areas above.

50.6 Literature

50.6.1 Conferences, journals

Most reinforcement learning papers are published at the major machine learning and AI conferences (ICML, NIPS, AAAI, IJCAI, UAI, AI and Statistics) and journals (JAIR, JMLR, Machine learning journal, IEEE TCIAIG). Some theory papers are published at COLT and ALT. However, many papers appear in robotics conferences (IROS, ICRA) and the “agent” conference AAMAS. Operations researchers publish their papers at the INFORMS conference and, for example, in the Operation Research, and the Mathematics of Operations Research journals. Control researchers publish their papers at the CDC and ACC conferences, or, e.g., in the journals IEEE Transactions on Automatic Control, or Automatica, although applied works tend to be published in more specialized journals. The Winter Simulation Conference also publishes many relevant papers. Other than this, papers also published in the major conferences of the neural networks, fuzzy, and evolutionary computation communities. The annual IEEE symposium titled Approximate Dynamic Programming and Re-
inforcement Learning (ADPRL) and the biannual European Workshop on Reinforcement Learning (EWRL) are two regularly held meetings where RL researchers meet.

50.7 See also

- Temporal difference learning
- Q-learning
- SARSA
- Fictitious play
- Learning classifier system
- Optimal control
- Dynamic treatment regimes
- Error-driven learning
- Multi-agent system
- Distributed artificial intelligence

50.8 Implementations

- RL-Glue provides a standard interface that allows you to connect agents, environments, and experiment programs together, even if they are written in different languages.
- Maja Machine Learning Framework The Maja Machine Learning Framework (MMLF) is a general framework for problems in the domain of Reinforcement Learning (RL) written in python.
- Software Tools for Reinforcement Learning (Matlab and Python)
- PyBrain(Python)
- TeachingBox is a Java reinforcement learning framework supporting many features like RBF networks, gradient descent learning methods, ...
- C++ and Python implementations for some well known reinforcement learning algorithms with source.
- Orange, a free data mining software suite, module orngReinforcement
- Policy Gradient Toolbox provides a package for learning about policy gradient approaches.
- BURLAP is an open source Java library that provides a wide range of single and multi-agent learning and planning methods.

50.9 References

50.10. EXTERNAL LINKS


50.10 External links


- Reinforcement Learning Repository

- Reinforcement Learning and Artificial Intelligence (RLAI, Rich Sutton’s lab at the University of Alberta)

- Autonomous Learning Laboratory (ALL, Andrew Barto’s lab at the University of Massachusetts Amherst)

- RL-Glue

- Software Tools for Reinforcement Learning (Matlab and Python)

- The Reinforcement Learning Toolbox from the Graz University of Technology

- Hybrid reinforcement learning

- Piqle: a Generic Java Platform for Reinforcement Learning

- A Short Introduction To Some Reinforcement Learning Algorithms

- Reinforcement Learning applied to Tic-Tac-Toe Game

- Scholarpedia Reinforcement Learning

- Scholarpedia Temporal Difference Learning

- Stanford Reinforcement Learning Course

- Real-world reinforcement learning experiments at Delft University of Technology

- Reinforcement Learning Tools for Matlab

- Stanford University Andrew Ng Lecture on Reinforcement Learning
Chapter 51

Decision tree learning

This article is about decision trees in machine learning. For the use of the term in decision analysis, see Decision tree.

**Decision tree learning** uses a decision tree as a predictive model which maps observations about an item to conclusions about the item’s target value. It is one of the predictive modelling approaches used in statistics, data mining and machine learning. Tree models where the target variable can take a finite set of values are called classification trees. In these tree structures, leaves represent class labels and branches represent conjunctions of features that lead to those class labels. Decision trees where the target variable can take continuous values (typically real numbers) are called regression trees.

In decision analysis, a decision tree can be used to visually and explicitly represent decisions and decision making. In data mining, a decision tree describes data but not decisions; rather the resulting classification tree can be an input for decision making. This page deals with decision trees in data mining.

## 51.1 General

Decision tree learning is a method commonly used in data mining.\(^1\) The goal is to create a model that predicts the value of a target variable based on several input variables. An example is shown on the right. Each interior node corresponds to one of the input variables; there are edges to children for each of the possible values of that input variable. Each leaf represents a value of the target variable given the values of the input variables represented by the path from the root to the leaf.

A decision tree is a simple representation for classifying examples. Decision tree learning is one of the most successful techniques for supervised classification learning. For this section, assume that all of the features have finite discrete domains, and there is a single target feature called the classification. Each element of the domain of the classification is called a class. A decision tree or a classification tree is a tree in which each internal (non-leaf) node is labeled with an input feature. The arcs coming from a node labeled with a feature are labeled with each of the possible values of the feature. Each leaf of the tree is labeled with a class or a probability distribution over the classes.

A tree can be “learned” by splitting the source set into subsets based on an attribute value test. This process is repeated on each derived subset in a recursive manner called recursive partitioning. The recursion is completed when the subset at a node has all the same value of the target variable, or when splitting no longer adds value to the predictions. This process of *top-down induction of decision trees* (TDIDT)\(^2\) is an example of a **greedy algorithm**, and it is by far the most common strategy for learning decision trees from data.

In data mining, decision trees can be described also as the combination of mathematical and computational techniques to aid the description, categorisation and generalisation of a given set of data. Data comes in records of the form:

---

\(^1\) The goal is to create a model that predicts the value of a target variable based on several input variables.

\(^2\) An example of a greedy algorithm, and it is by far the most common strategy for learning decision trees from data.
(x, Y) = (x₁, x₂, x₃, ..., x_k, Y)

The dependent variable, Y, is the target variable that we are trying to understand, classify or generalize. The vector x is composed of the input variables, x₁, x₂, x₃ etc., that are used for that task.

51.2 Types

Decision trees used in data mining are of two main types:

- **Classification tree** analysis is when the predicted outcome is the class to which the data belongs.
- **Regression tree** analysis is when the predicted outcome can be considered a real number (e.g. the price of a house, or a patient’s length of stay in a hospital).

The term **Classification And Regression Tree (CART)** analysis is an umbrella term used to refer to both of the above procedures, first introduced by Breiman et al. Trees used for regression and trees used for classification have some similarities - but also some differences, such as the procedure used to determine where to split.

Some techniques, often called **ensemble methods**, construct more than one decision tree:

- **Bagging** decision trees, an early ensemble method, builds multiple decision trees by repeatedly resampling training data with replacement, and voting the trees for a consensus prediction.
- A **Random Forest** classifier uses a number of decision trees, in order to improve the classification rate.
- **Boosted Trees** can be used for regression-type and classification-type problems.
- **Rotation forest** - in which every decision tree is trained by first applying principal component analysis (PCA) on a random subset of the input features.

**Decision tree learning** is the construction of a decision tree from class-labeled training tuples. A decision tree is a flow-chart-like structure, where each internal (non-leaf) node denotes a test on an attribute, each branch represents the outcome of a test, and each leaf (or terminal) node holds a class label. The topmost node in a tree is the root node.

There are many specific decision-tree algorithms. Notable ones include:

- ID3 (Iterative Dichotomiser 3)
- C4.5 (successor of ID3)
- CART (Classification And Regression Tree)
- MARS: extends decision trees to handle numerical data better.
- **Conditional Inference Trees.** Statistics-based approach that uses non-parametric tests as splitting criteria, corrected for multiple testing to avoid overfitting. This approach results in unbiased predictor selection and does not require pruning.

ID3 and CART were invented independently at around the same time (between 1970 and 1980), yet follow a similar approach for learning decision tree from training tuples.

51.3 Metrics

Algorithms for constructing decision trees usually work top-down, by choosing a variable at each step that best splits the set of items. Different algorithms use different metrics for measuring “best”. These generally measure the homogeneity of the target variable within the subsets. Some examples are given below. These metrics are applied to each candidate subset, and the resulting values are combined (e.g., averaged) to provide a measure of the quality of the split.

51.3.1 Gini impurity

Not to be confused with Gini coefficient.

Used by the CART (classification and regression tree) algorithm, Gini impurity is a measure of how often a randomly chosen element from the set would be incorrectly labeled if it were randomly labeled according to the distribution of labels in the subset. Gini impurity can be computed by summing the probability of each item being chosen times the probability of a mistake in categorizing that item. It reaches its minimum (zero) when all cases in the node fall into a single target category.

To compute Gini impurity for a set of items, suppose \( i \in \{1, 2, ..., n\} \), and let \( f_i \) be the fraction of items labeled with value \( i \) in the set.

\[
I_G(f) = \sum_{i=1}^{n} f_i(1 - f_i) = \sum_{i=1}^{n} (f_i - f_i^2) = \sum_{i=1}^{n} f_i - \sum_{i=1}^{n} f_i^2 = 1 - \sum_{i=1}^{n} f_i^2
\]
51.3.2 Information gain

Main article: Information gain in decision trees

Used by the ID3, C4.5 and C5.0 tree-generation algorithms. Information gain is based on the concept of entropy from information theory.

\[ I_E(f) = -\sum_{i=1}^{m} f_i \log_2 f_i \]

51.3.3 Variance reduction

Introduced in CART, variance reduction is often employed in cases where the target variable is continuous (regression tree), meaning that use of many other metrics would first require discretization before being applied.

The variance reduction of a node \( N \) is defined as the total reduction of the variance of the target variable \( x \) due to the split at this node:

\[ IV(N) = \left( \frac{1}{|S_i|} \sum_{i \in S_i} f(x_i - \bar{x})^2 \right) - \left( \frac{1}{|S|} \sum_{i \in S} f(x_i - \bar{x})^2 \right) \]

where \( S \), \( S_i \), and \( S_f \) are the set of presplit sample indices, set of sample indices for which the split test is true, and set of sample indices for which the split test is false, respectively. Each of the above summands are indeed variance estimates, though, written in a form without directly referring to the mean.

51.4 Decision tree advantages

Amongst other data mining methods, decision trees have various advantages:

- **Simple to understand and interpret.** People are able to understand decision tree models after a brief explanation.
- **Requires little data preparation.** Other techniques often require data normalisation, dummy variables need to be created and blank values to be removed.
- **Able to handle both numerical and categorical data.** Other techniques are usually specialised in analysing datasets that have only one type of variable. (For example, relation rules can be used only with nominal variables while neural networks can be used only with numerical variables.)
- **Uses a white box model.** If a given situation is observable in a model the explanation for the condition is easily explained by boolean logic. (An example of a black box model is an artificial neural network since the explanation for the results is difficult to understand.)
- **Possible to validate a model using statistical tests.** That makes it possible to account for the reliability of the model.
- **Robust.** Performs well even if its assumptions are somewhat violated by the true model from which the data were generated.
- **Performs well with large datasets.** Large amounts of data can be analysed using standard computing resources in reasonable time.

51.5 Limitations

- The problem of learning an optimal decision tree is known to be NP-complete under several aspects of optimality and even for simple concepts. Consequently, practical decision-tree learning algorithms are based on heuristics such as the greedy algorithm where locally-optimal decisions are made at each node. Such algorithms cannot guarantee to return the globally-optimal decision tree. To reduce the greedy effect of local-optimality some methods such as the dual information distance (DID) tree were proposed.
- Decision-tree learners can create over-complex trees that do not generalise well from the training data. (This is known as overfitting.) Mechanisms such as pruning are necessary to avoid this problem (with the exception of some algorithms such as the Conditional Inference approach, that does not require pruning).
- There are concepts that are hard to learn because decision trees do not express them easily, such as XOR, parity or multiplexer problems. In such cases, the decision tree becomes prohibitively large. Approaches to solve the problem involve either changing the representation of the problem domain (known as propositionalisation) or using learning algorithms based on more expressive representations (such as statistical relational learning or inductive logic programming).
- For data including categorical variables with different numbers of levels, information gain in decision trees is biased in favor of those attributes with more levels. However, the issue of biased predictor selection is avoided by the Conditional Inference approach.

51.6 Extensions
51.6.1 Decision graphs

In a decision tree, all paths from the root node to the leaf node proceed by way of conjunction, or AND. In a decision graph, it is possible to use disjunctions (ORs) to join two more paths together using Minimum message length (MML). Decision graphs have been further extended to allow for previously unstated new attributes to be learnt dynamically and used at different places within the graph. The more general coding scheme results in better predictive accuracy and log-loss probabilistic scoring. In general, decision graphs infer models with fewer leaves than decision trees.

51.6.2 Alternative search methods

Evolutionary algorithms have been used to avoid local optimal decisions and search the decision tree space with little a priori bias.

It is also possible for a tree to be sampled using MCMC.

The tree can be searched for in a bottom-up fashion.

51.7 See also

- Decision tree pruning
- Binary decision diagram
- CHAID
- CART
- ID3 algorithm
- C4.5 algorithm
- Decision stump
- Incremental decision tree
- Alternating decision tree
- Structured data analysis (statistics)

51.8 Implementations

Many data mining software packages provide implementations of one or more decision tree algorithms. Several examples include Salford Systems CART (which licensed the proprietary code of the original CART authors), IBM SPSS Modeler, RapidMiner, SAS Enterprise Miner, Matlab, R (an open source software environment for statistical computing which includes several CART implementations such as rpart, party and randomForest packages), Weka (a free and open-source data mining suite, which includes the tree module omgTree), KNIME, Microsoft SQL Server, and scikit-learn (a free and open-source machine learning library for the Python programming language).

51.9 References
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51.10 External links

- Building Decision Trees in Python From O’Reilly.
- An Addendum to “Building Decision Trees in Python” From O’Reilly.
- Decision Trees Tutorial using Microsoft Excel.
- Decision Trees page at aiitopics.org, a page with commented links.
- Decision tree implementation in Ruby (AI4R)
- Evolutionary Learning of Decision Trees in C++
- Java implementation of Decision Trees based on Information Gain
- A very explicit explanation of information gain as splitting criterion
Chapter 52

Information gain in decision trees

For other uses, see Gain (disambiguation).

In information theory and machine learning, information gain is a synonym for Kullback–Leibler divergence. However, in the context of decision trees, the term is sometimes used synonymously with mutual information, which is the expectation value of the Kullback–Leibler divergence of a conditional probability distribution.

In particular, the information gain about a random variable $X$ obtained from an observation that a random variable $A$ takes the value $A=a$ is the Kullback-Leibler divergence $D_{KL}(p(x|a) || p(x|I))$ of the prior distribution $p(x|I)$ for $x$ from the posterior distribution $p(x|a)$ for $x$ given $a$.

The expected value of the information gain is the mutual information $I(X; A)$ of $X$ and $A$ – i.e. the reduction in the entropy of $X$ achieved by learning the state of the random variable $A$.

In machine learning, this concept can be used to define a preferred sequence of attributes to investigate to most rapidly narrow down the state of $X$. Such a sequence (which depends on the outcome of the investigation of previous attributes at each stage) is called a decision tree. Usually an attribute with high mutual information should be preferred to other attributes.

52.1 General definition

In general terms, the expected information gain is the change in information entropy $H$ from a prior state to a state that takes some information as given:

$$IG(T, a) = H(T) - \sum_{v \in vals(a)} \frac{|\{x \in T | x_a = v\}|}{|T|} \cdot H(\{x \in T | x_a = v\})$$

The mutual information is equal to the total entropy for an attribute if for each of the attribute values a unique classification can be made for the result attribute. In this case, the relative entropies subtracted from the total entropy are 0.

52.2 Formal definition

Let $T$ denote a set of training examples, each of the form $(x, y) = (x_1, x_2, x_3, ..., x_k, y)$ where $x_a \in vals(a)$ is the value of the $a$th attribute of example $x$ and $y$ is the corresponding class label. The information gain for an attribute $a$ is defined in terms of entropy $H(\cdot)$ as follows:

$$IG(T, a) = H(T) - \sum_{v \in vals(a)} \frac{|\{x \in T | x_a = v\}|}{|T|} \cdot H(\{x \in T | x_a = v\})$$

52.3 Drawbacks

Although information gain is usually a good measure for deciding the relevance of an attribute, it is not perfect. A notable problem occurs when information gain is applied to attributes that can take on a large number of distinct values. For example, suppose that one is building a decision tree for some data describing the customers of a business. Information gain is often used to decide which of the attributes are the most relevant, so they can be tested near the root of the tree. One of the input attributes might be the customer’s credit card number. This attribute has a high mutual information, because it uniquely identifies each customer, but we do not want to include it in the decision tree: deciding how to treat a customer based on their credit card number is unlikely to generalize to customers we haven’t seen before (overfitting).

Information gain ratio is sometimes used instead. This biases the decision tree against considering attributes with a large number of distinct values. However, attributes with very low information values then appeared to receive an unfair advantage.

52.4 References

Chapter 53

Ensemble learning

For an alternative meaning, see variational Bayesian methods.

In statistics and machine learning, ensemble methods use multiple learning algorithms to obtain better predictive performance than could be obtained from any of the constituent learning algorithms. Unlike a statistical ensemble in statistical mechanics, which is usually infinite, a machine learning ensemble refers only to a concrete finite set of alternative models, but typically allows for much more flexible structure to exist among those alternatives.

53.1 Overview

Supervised learning algorithms are commonly described as performing the task of searching through a hypothesis space to find a suitable hypothesis that will make good predictions with a particular problem. Even if the hypothesis space contains hypotheses that are very well-suited for a particular problem, it may be very difficult to find a good one. Ensembles combine multiple hypotheses to form a (hopefully) better hypothesis. The term ensemble is usually reserved for methods that generate multiple hypotheses using the same base learner. The broader term of multiple classifier systems also covers hybridization of hypotheses that are not induced by the same base learner.

Evaluating the prediction of an ensemble typically requires more computation than evaluating the prediction of a single model, so ensembles may be thought of as a way to compensate for poor learning algorithms by performing a lot of extra computation. Fast algorithms such as decision trees are commonly used with ensembles (for example Random Forest), although slower algorithms can benefit from ensemble techniques as well.

53.2 Ensemble theory

An ensemble is itself a supervised learning algorithm, because it can be trained and then used to make predictions. The trained ensemble, therefore, represents a single hypothesis. This hypothesis, however, is not necessarily contained within the hypothesis space of the models from which it is built. Thus, ensembles can be shown to have more flexibility in the functions they can represent. This flexibility can, in theory, enable them to over-fit the training data more than a single model would, but in practice, some ensemble techniques (especially bagging) tend to reduce problems related to over-fitting of the training data.

Empirically, ensembles tend to yield better results when there is a significant diversity among the models. Many ensemble methods, therefore, seek to promote diversity among the models they combine. Although perhaps non-intuitive, more random algorithms (like random decision trees) can be used to produce a stronger ensemble than very deliberate algorithms (like entropy-reducing decision trees). Using a variety of strong learning algorithms, however, has been shown to be more effective than using techniques that attempt to dumb-down the models in order to promote diversity.

53.3 Common types of ensembles

53.3.1 Bayes optimal classifier

The Bayes Optimal Classifier is a classification technique. It is an ensemble of all the hypotheses in the hypothesis space. On average, no other ensemble can outperform it. Each hypothesis is given a vote proportional to the likelihood that the training dataset would be sampled from a system if that hypothesis were true. To facilitate training data of finite size, the vote of each hypothesis is also multiplied by the prior probability of that hypothesis. The Bayes Optimal Classifier can be expressed with the following equation:

\[
y = \arg\max_{c_j \in C} \sum_{h_i \in H} P(c_j|h_i)P(T|h_i)P(h_i)
\]

where \(y\) is the predicted class, \(C\) is the set of all possible classes, \(H\) is the hypothesis space, \(P\) refers to a probability, and \(T\) is the training data. As an ensemble, the Bayes
Optimal Classifier represents a hypothesis that is not necessarily in $H$. The hypothesis represented by the Bayes Optimal Classifier, however, is the optimal hypothesis in ensemble space (the space of all possible ensembles consisting only of hypotheses in $H$).

Unfortunately, Bayes Optimal Classifier cannot be practically implemented for any but the most simple of problems. There are several reasons why the Bayes Optimal Classifier cannot be practically implemented:

1. Most interesting hypothesis spaces are too large to iterate over, as required by the argmax.
2. Many hypotheses yield only a predicted class, rather than a probability for each class as required by the term $P(c_j|h_i)$.
3. Computing an unbiased estimate of the probability of the training set given a hypothesis ($P(T|h_i)$) is non-trivial.
4. Estimating the prior probability for each hypothesis ($P(h_i)$) is rarely feasible.

### 53.3.2 Bootstrap aggregating (bagging)

Main article: Bootstrap aggregating

Bootstrap aggregating, often abbreviated as bagging, involves having each model in the ensemble vote with equal weight. In order to promote model variance, bagging trains each model in the ensemble using a randomly drawn subset of the training set. As an example, the random forest algorithm combines random decision trees with bagging to achieve very high classification accuracy. An interesting application of bagging in unsupervised learning is provided here.

### 53.3.3 Boosting

Main article: Boosting (meta-algorithm)

Boosting involves incrementally building an ensemble by training each new model instance to emphasize the training instances that previous models mis-classified. In some cases, boosting has been shown to yield better accuracy than bagging, but it also tends to be more likely to over-fit the training data. By far, the most common implementation of Boosting is Adaboost, although some newer algorithms are reported to achieve better results.

### 53.3.4 Bayesian model averaging

Bayesian model averaging (BMA) is an ensemble technique that seeks to approximate the Bayes Optimal Classifier by sampling hypotheses from the hypothesis space, and combining them using Bayes’ law. Unlike the Bayes optimal classifier, Bayesian model averaging can be practically implemented. Hypotheses are typically sampled using a Monte Carlo sampling technique such as MCMC. For example, Gibbs sampling may be used to draw hypotheses that are representative of the distribution $P(T|H)$. It has been shown that under certain circumstances, when hypotheses are drawn in this manner and averaged according to Bayes’ law, this technique has an expected error that is bounded to be at most twice the expected error of the Bayes optimal classifier. Despite the theoretical correctness of this technique, it has been found to promote over-fitting and to perform worse, empirically, compared to simpler ensemble techniques such as bagging; however, these conclusions appear to be based on a misunderstanding of the purpose of Bayesian model averaging vs. model combination.

### 53.3.5 Bayesian model combination

Bayesian model combination (BMC) is an algorithmic correction to BMA. Instead of sampling each model in the ensemble individually, it samples from the space of possible ensembles (with model weightings drawn randomly from a Dirichlet distribution having uniform parameters). This modification overcomes the tendency of BMA to converge toward giving all of the weight to a single model. Although BMC is somewhat more computationally expensive than BMA, it tends to yield dramatically better results. The results from BMC have been shown to be better on average (with statistical significance) than BMA, and bagging.

The use of Bayes’ law to compute model weights necessitates computing the probability of the data given each model. Typically, none of the models in the ensemble are exactly the distribution from which the training data were generated, so all of them correctly receive a value close to zero for this term. This would work well if the ensemble were big enough to sample the entire model-space, but such is rarely possible. Consequently, each pattern in the training data will cause the ensemble weight to shift toward the model in the ensemble that is closest to the distribution of the training data. It essentially reduces to an unnecessarily complex method for doing model selection.

The possible weightings for an ensemble can be visualized as lying on a simplex. At each vertex of the simplex, all of the weight is given to a single model in the ensemble. BMC converges toward the vertex that is closest to the distribution of the training data. By contrast, BMC converges toward the point where this distribution projects onto the simplex. In other words, instead of selecting the one model that is closest to the generating distribution, it seeks the combination of models that is closest to the generating distribution.

The results from BMA can often be approximated by us-
72x84]ing cross-validation to select the best model from a bucket of models. Likewise, the results from BMC may be approximated by using cross-validation to select the best ensemble combination from a random sampling of possible weightings.

53.3.6 Bucket of models

A “bucket of models” is an ensemble in which a model selection algorithm is used to choose the best model for each problem. When tested with only one problem, a bucket of models can produce no better results than the best model in the set, but when evaluated across many problems, it will typically produce much better results, on average, than any model in the set.

The most common approach used for model-selection is cross-validation selection (sometimes called a “bake-off contest”). It is described with the following pseudo-code:

For each model m in the bucket: Do c times: (where 'c' is some constant) Randomly divide the training dataset into two datasets: A, and B. Train m with A Test m with B Select the model that obtains the highest average score

Cross-Validation Selection can be summed up as: “try them all with the training set, and pick the one that works best”.[19]

Gating is a generalization of Cross-Validation Selection. It involves training another learning model to decide which of the models in the bucket is best-suited to solve the problem. Often, a perceptron is used for the gating model. It can be used to pick the “best” model, or it can be used to give a linear weight to the predictions from each model in the bucket.

When a bucket of models is used with a large set of problems, it may be desirable to avoid training some of the models that take a long time to train. Landmark learning is a meta-learning approach that seeks to solve this problem. It involves training only the fast (but imprecise) algorithms in the bucket, and then using the performance of these algorithms to help determine which slow (but accurate) algorithm is most likely to do best.[20]

53.3.7 Stacking

Stacking (sometimes called stacked generalization) involves training a learning algorithm to combine the predictions of several other learning algorithms. First, all of the other algorithms are trained using the available data, then a combiner algorithm is trained to make a final prediction using all the predictions of the other algorithms as additional inputs. If an arbitrary combiner algorithm is used, then stacking can theoretically represent any of the ensemble techniques described in this article, although in practice, a single-layer logistic regression model is often used as the combiner.

Stacking typically yields performance better than any single one of the trained models.[21] It has been successfully used on both supervised learning tasks (regression,[22] classification and distance learning,[23] and unsupervised learning (density estimation).[24] It has also been used to estimate bagging’s error rate.[31][25] It has been reported to out-perform Bayesian model-averaging.[26] The two top-performers in the Netflix competition utilized blending, which may be considered to be a form of stacking.[27]

53.4 References


53.6. EXTERNAL LINKS


[17] Minka, Thomas (2002). Bayesian model averaging is not model combination (PDF)


53.6 External links

- Ensemble learning at Scholarpedia, curated by Robi Polikar.
- The Waffles (machine learning) toolkit contains implementations of Bagging, Boosting, Bayesian Model Averaging, Bayesian Model Combination, Bucket-of-models, and other ensemble techniques

53.5 Further reading

Chapter 54

Random forest

This article is about the machine learning technique. For other kinds of random tree, see Random tree (disambiguation).

Random forests are an ensemble learning method for classification, regression and other tasks, that operate by constructing a multitude of decision trees at training time and outputting the class that is the mode of the classes (classification) or mean prediction (regression) of the individual trees. Random forests correct for decision trees’ habit of overfitting to their training set.

The algorithm for inducing a random forest was developed by Leo Breiman[1] and Adele Cutler,[2] and “Random Forests” is their trademark. The method combines Breiman’s “bagging” idea and the random selection of features, introduced independently by Ho[3][4] and Amit and Geman[5] in order to construct a collection of decision trees with controlled variance.

The selection of a random subset of features is an example of the random subspace method, which, in Ho’s formulation, is a way to implement classification proposed by Eugene Kleinberg.[6]

54.1 History

The early development of random forests was influenced by the work of Amit and Geman[5] who introduced the idea of searching over a random subset of the available decisions when splitting a node, in the context of growing a single tree. The idea of random subspace selection from Ho[3] was also influential in the design of random forests. In this method a forest of trees is grown, and variation among the trees is introduced by projecting the training data into a randomly chosen subspace before fitting each tree. Finally, the idea of randomized node optimization, where the decision at each node is selected by a randomized procedure, rather than a deterministic optimization was first introduced by Dietterich.[7]

The introduction of random forests proper was first made in a paper by Leo Breiman[1] This paper describes a method of building a forest of uncorrelated trees using a CART like procedure, combined with randomized node optimization and bagging. In addition, this paper combines several ingredients, some previously known and some novel, which form the basis of the modern practice of random forests, in particular:

1. Using out-of-bag error as an estimate of the generalization error.
2. Measuring variable importance through permutation.

The report also offers the first theoretical result for random forests in the form of a bound on the generalization error which depends on the strength of the trees in the forest and their correlation.

54.2 Algorithm

54.2.1 Preliminaries: decision tree learning

Main article: Decision tree learning

Decision trees are a popular method for various machine learning tasks. Tree learning “come[s] closest to meeting the requirements for serving as an off-the-shelf procedure for data mining”, say Hastie et al., because it is invariant under scaling and various other transformations of feature values, is robust to inclusion of irrelevant features, and produces inspectable models. However, they are seldom accurate.[8:352]

In particular, trees that are grown very deep tend to learn highly irregular patterns: they overfit their training sets, because they have low bias, but very high variance. Random forests are a way of averaging multiple deep decision trees, trained on different parts of the same training set, with the goal of reducing the variance.[8:587–588] This comes at the expense of a small increase in the bias and some loss of interpretability, but generally greatly boosts the performance of the final model.
54.2.2 Tree bagging

Main article: Bootstrap aggregating

The training algorithm for random forests applies the general technique of bootstrap aggregating, or bagging, to tree learners. Given a training set \( X = x_1, \ldots, x_n \) with responses \( Y = y_1, \ldots, y_n \), bagging repeatedly selects a random sample with replacement of the training set and fits trees to these samples:

For \( b = 1, \ldots, B \):
1. Sample, with replacement, \( n \) training examples from \( X, Y \); call these \( X_b, Y_b \).
2. Train a decision or regression tree \( f_b \) on \( X_b, Y_b \).

After training, predictions for unseen samples \( x' \) can be made by averaging the predictions from all the individual regression trees on \( x' \):

\[
\hat{y} = \frac{1}{B} \sum_{b=1}^{B} f_b(x')
\]

or by taking the majority vote in the case of decision trees.

This bootstrapping procedure leads to better model performance because it decreases the variance of the model, without increasing the bias. This means that while the predictions of a single tree are highly sensitive to noise in its training set, the average of many trees is not, as long as the trees are not correlated. Simply training many trees on a single training set would give strongly correlated trees (or even the same tree many times, if the training algorithm is deterministic); bootstrap sampling is a way of de-correlating the trees by showing them different training sets.

The number of samples/trees, \( B \), is a free parameter. Typically, a few hundred to several thousand trees are used, depending on the size and nature of the training set. An optimal number of trees \( B \) can be found using cross-validation, or by observing the out-of-bag error: the mean prediction error on each training sample \( x_i \), using only the trees that did not have \( x_i \) in their bootstrap sample. The training and test error tend to level off after some number of trees have been fit.

54.2.3 From bagging to random forests

Main article: Random subspace method

The above procedure describes the original bagging algorithm for trees. Random forests differ in only one way from this general scheme: they use a modified tree learning algorithm that selects, at each candidate split in the learning process, a random subset of the features. This process is sometimes called “feature bagging”. The reason for doing this is the correlation of the trees in an ordinary bootstrap sample: if one or a few features are very strong predictors for the response variable (target output), these features will be selected in many of the \( B \) trees, causing them to become correlated.

Typically, for a dataset with \( p \) features, \( \sqrt{p} \) features are used in each split.

54.2.4 Extensions

Adding one further step of randomization yields extremely randomized trees, or ExtraTrees. These are trained using bagging and the random subspace method, like in an ordinary random forest, but additionally the top-down splitting in the tree learner is randomized. Instead of computing the locally optimal feature/split combination (based on, e.g., information gain or the Gini impurity), for each feature under consideration a random value is selected in the feature’s empirical range (in the tree’s training set, i.e., the bootstrap sample). The best of these is then chosen as the split.\(^{[10]}\)

54.3 Properties

54.3.1 Variable importance

Random forests can be used to rank the importance of variables in a regression or classification problem in a natural way. The following technique was described in Breiman’s original paper\(^{[1]}\) and is implemented in the R package randomForest.\(^{[2]}\)

The first step in measuring the variable importance in a data set \( D_n = \{(X_i, Y_i)\}_{i=1}^n \) is to fit a random forest to the data. During the fitting process the out-of-bag error for each data point is recorded and averaged over the forest (errors on an independent test set can be substituted if bagging is not used during training).

To measure the importance of the \( j \)-th feature after training, the values of the \( j \)-th feature are permuted among the training data and the out-of-bag error is again computed on this perturbed data set. The importance score for the \( j \)-th feature is computed by averaging the difference in out-of-bag error before and after the permutation over all trees. The score is normalized by the standard deviation of these differences.

Features which produce large values for this score are ranked as more important than features which produce small values.

This method of determining variable importance has some drawbacks. For data including categorical variables with different number of levels, random forests are biased in favor of those attributes with more levels. Methods
such as partial permutations\textsuperscript{11,12} and growing unbiased trees\textsuperscript{13} can be used to solve the problem. If the data contain groups of correlated features of similar relevance for the output, then smaller groups are favored over larger groups.\textsuperscript{14}

54.3.2 Relationship to nearest neighbors

A relationship between random forests and the $k$-nearest neighbor algorithm ($k$-NN) was pointed out by Lin and Jeon in 2002.\textsuperscript{15} It turns out that both can be viewed as so-called weighted neighborhoods schemes. These are models built from a training set $\{(x_i, y_i)\}_{i=1}^n$ that make predictions $\hat{y}$ for new points $x'$ by looking at the “neighborhood” of the point, formalized by a weight function $W$:

$$\hat{y} = \sum_{i=1}^n W(x_i, x') y_i,$$

Here, $W(x_i, x')$ is the non-negative weight of the $i$th training point relative to the new point $x'$. For any particular $x'$, the weights must sum to one. Weight functions are given as follows:

- In $k$-NN, the weights are $W(x_i, x') = \frac{1}{k}$ if $x_i$ is one of the $k$ points closest to $x'$, and zero otherwise.
- In a tree, $W(x_i, x')$ is the fraction of the training data that falls into the same leaf as $x'$.

Since a forest averages the predictions of a set of $m$ trees with individual weight functions $W_j$, its predictions are

$$\hat{y} = \frac{1}{m} \sum_{j=1}^m \sum_{i=1}^n W_j(x_i, x') y_i = \frac{1}{m} \sum_{j=1}^m \left( \frac{1}{m} \sum_{i=1}^m W_j(x_i, x') \right) y_i.$$

This shows that the whole forest is again a weighted neighborhood scheme, with weights that average those of the individual trees. The neighbors of $x'$ in this interpretation are the points $x_i$ which fall in the same leaf as $x'$ in at least one tree of the forest. In this way, the neighborhood of $x'$ depends in a complex way on the structure of the trees, and thus on the structure of the training set. Lin and Jeon show that the shape of the neighborhood used by a random forest adapts to the local importance of each feature.\textsuperscript{15}

54.4 Unsupervised learning with random forests

As part of their construction, RF predictors naturally lead to a dissimilarity measure between the observations. One can also define an RF dissimilarity measure between unlabeled data: the idea is to construct an RF predictor that distinguishes the “observed” data from suitably generated synthetic data.\textsuperscript{1,16} The observed data are the original unlabeled data and the synthetic data are drawn from a reference distribution. An RF dissimilarity can be attractive because it handles mixed variable types well, is invariant to monotonic transformations of the input variables, and is robust to outlying observations. The RF dissimilarity easily deals with a large number of semi-continuous variables due to its intrinsic variable selection; for example, the “Addcl 1” RF dissimilarity weights the contribution of each variable according to how dependent it is on other variables. The RF dissimilarity has been used in a variety of applications, e.g. to find clusters of patients based on tissue marker data.\textsuperscript{17}

54.5 Variants

Instead of decision trees, linear models have been proposed and evaluated as base estimators in random forests, in particular multinomial logistic regression and naive Bayes classifiers.\textsuperscript{18,19}

54.6 See also

- Decision tree learning
- Gradient boosting
- Randomized algorithm
- Bootstrap aggregating (bagging)
- Ensemble learning
- Boosting
- Non-parametric statistics
- Kernel random forest

54.7 References


54.8 External links

- Random Forests classifier description (Site of Leo Breiman)
- A python implementation of the random forest algorithm working in regression, classification with multi-output support.
Chapter 55

Boosting (machine learning)

Boosting is a machine learning ensemble meta-algorithm for reducing bias primarily and also variance\[^1\] in supervised learning, and a family of machine learning algorithms which convert weak learners to strong ones.\[^2\] Boosting is based on the question posed by Kearns and Valiant (1988, 1989):\[^3\][\(^4\)] Can a set of weak learners create a single strong learner? A weak learner is defined to be a classifier which is only slightly correlated with the true classification (it can label examples better than random guessing). In contrast, a strong learner is a classifier that is arbitrarily well-correlated with the true classification.

Robert Schapire’s affirmative answer in a 1990 paper\[^5\] to the question of Kearns and Valiant has had significant ramifications in machine learning and statistics, most notably leading to the development of boosting.\[^6\]

When first introduced, the hypothesis boosting problem simply referred to the process of turning a weak learner into a strong learner. “Informally, [the hypothesis boosting] problem asks whether an efficient learning algorithm […] that outputs a hypothesis whose performance is only slightly better than random guessing [i.e. a weak learner] implies the existence of an efficient algorithm that outputs a hypothesis of arbitrary accuracy [i.e. a strong learner].”\[^3\]\[^5\] Algorithms that achieve hypothesis boosting quickly became simply known as “boosting”. Freund and Schapire’s arcing (Adapt[ative] Resampling and Combining),\[^1\] as a general technique, is more or less synonymous with boosting.\[^8\]

55.1 Boosting algorithms

While boosting is not algorithmically constrained, most boosting algorithms consist of iteratively learning weak classifiers with respect to a distribution and adding them to a final strong classifier. When they are added, they are typically weighted in some way that is usually related to the weak learners’ accuracy. After a weak learner is added, the data is reweighted: examples that are misclassified gain weight and examples that are classified correctly lose weight (some boosting algorithms actually decrease the weight of repeatedly misclassified examples, e.g., boost by majority and BrownBoost). Thus, future weak learners focus more on the examples that previous weak learners misclassified.

There are many boosting algorithms. The original ones, proposed by Robert Schapire (a recursive majority gate formulation\[^5\]) and Yoav Freund (boost by majority\[^9\]), were not adaptive and could not take full advantage of the weak learners. However, Schapire and Freund then developed AdaBoost, an adaptive boosting algorithm that won the prestigious Gödel Prize. Only algorithms that are provable boosting algorithms in the probably approximately correct learning formulation are called boosting algorithms. Other algorithms that are similar in spirit to boosting algorithms are sometimes called “leveraging algorithms”, although they are also sometimes incorrectly called boosting algorithms.\[^9\]

55.2 Examples of boosting algorithms

The main variation between many boosting algorithms is their method of weighting training data points and hypotheses. AdaBoost is very popular and perhaps the most significant historically as it was the first algorithm that could adapt to the weak learners. However, there are many more recent algorithms such as LPBoost, TotalBoost, BrownBoost, MadaBoost, LogitBoost, and others. Many boosting algorithms fit into the AnyBoost framework,\[^9\] which shows that boosting performs gradient descent in function space using a convex cost function.

Boosting algorithms are used in Computer Vision, where individual classifiers detecting contrast changes can be combined to identify Facial Features.\[^10\]

55.3 Criticism

In 2008 Phillip Long (at Google) and Rocco A. Servedio (Columbia University) published a paper\[^11\] at the 25th International Conference for Machine Learning suggesting that many of these algorithms are probably flawed.
They conclude that ”convex potential boosters cannot withstand random classification noise,” thus making the applicability of such algorithms for real world, noisy data sets questionable. The paper shows that if any non-zero fraction of the training data is mis-labeled, the boosting algorithm tries extremely hard to correctly classify these training examples, and fails to produce a model with accuracy better than 1/2. This result does not apply to branching program based boosters but does apply to AdaBoost, LogitBoost, and others.\cite{12,11}

55.4 See also

55.5 Implementations

- Orange, a free data mining software suite, module Orange.ensemble
- Weka is a machine learning set of tools that offers variate implementations of boosting algorithms like AdaBoost and LogitBoost
- R package GBM (Generalized Boosted Regression Models) implements extensions to Freund and Schapire’s AdaBoost algorithm and Friedman’s gradient boosting machine.
- jboost; AdaBoost, LogitBoost, RobustBoost, Boostexter and alternating decision trees

55.6 References
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[8] Leo Breiman (1998); Arcing Classifier (with Discussion and a Rejoinder by the Author). Annals of Statistics, vol. 26, no. 3, pp. 801-849: “The concept of weak learning was introduced by Kearns and Valiant (1988, 1989), who left open the question of whether weak and strong learnability are equivalent. The question was termed the boosting problem since [a solution must] boost the low accuracy of a weak learner to the high accuracy of a strong learner. Schapire (1990) proved that boosting is possible. A boosting algorithm is a method that takes a weak learner and converts it into a strong learner. Freund and Schapire (1997) proved that an algorithm similar to arc-fs is boosting.


55.6.2 Notations


55.7 External links

Chapter 56

Bootstrap aggregating

Bootstrap aggregating, also called bagging, is a machine learning ensemble meta-algorithm designed to improve the stability and accuracy of machine learning algorithms used in statistical classification and regression. It also reduces variance and helps to avoid overfitting. Although it is usually applied to decision tree methods, it can be used with any type of method. Bagging is a special case of the model averaging approach.

56.1 Description of the technique

Given a standard training set \( D \) of size \( n \), bagging generates \( m \) new training sets \( D_i \), each of size \( n' \), by sampling from \( D \) uniformly and with replacement. By sampling with replacement, some observations may be repeated in each \( D_i \). If \( n' = n \), then for large \( n \) the set \( D_i \) is expected to have the fraction \( (1 - 1/e) \approx 63.2\% \) of the unique examples of \( D \), the rest being duplicates. This kind of sample is known as a bootstrap sample. The \( m \) models are fitted using the above \( m \) bootstrap samples and combined by averaging the output (for regression) or voting (for classification).

Bagging leads to “improvements for unstable procedures” (Breiman, 1996), which include, for example, artificial neural networks, classification and regression trees, and subset selection in linear regression (Breiman, 1994). An interesting application of bagging showing improvement in preimage learning is provided here. On the other hand, it can mildly degrade the performance of stable methods such as K-nearest neighbors (Breiman, 1996).

56.2 Example: Ozone data

To illustrate the basic principles of bagging, below is an analysis on the relationship between ozone and temperature (data from Rousseeuw and Leroy (1986), available at classic data sets, analysis done in R).

The relationship between temperature and ozone in this data set is apparently non-linear, based on the scatter plot. To mathematically describe this relationship, LOESS smoothers (with span 0.5) are used. Instead of building a single smoother from the complete data set, 100 bootstrap samples of the data were drawn. Each sample is different from the original data set, yet resembles it in distribution and variability. For each bootstrap sample, a LOESS smoother was fit. Predictions from these 100 smoothers were then made across the range of the data. The first 10 predicted smooth fits appear as grey lines in the figure below. The lines are clearly very wiggly and they overfit the data - a result of the span being too low.

By taking the average of 100 smoothers, each fitted to a subset of the original data set, we arrive at one bagged predictor (red line). Clearly, the mean is more stable and there is less overfit.
56.3 Bagging for nearest neighbour classifiers

The risk of a 1 nearest neighbour (1NN) classifier is at most twice the risk of the Bayes classifier, but there are no guarantees that this classifier will be consistent. By careful choice of the size of the resamples, bagging can lead to substantial improvements of the performance of the 1NN classifier. By taking a large number of resamples of the data of size \( n' \), the bagged nearest neighbour classifier will be consistent provided \( n' \to \infty \) diverges but \( n'/n \to 0 \) as the sample size \( n \to \infty \).

Under infinite simulation, the bagged nearest neighbour classifier can be viewed as a weighted nearest neighbour classifier. Suppose that the feature space is \( d \) dimensional and denote by \( C^{\text{bnn}}_{n,n'} \) the bagged nearest neighbour classifier based on a training set of size \( n \), with resamples of size \( n' \). In the infinite sampling case, under certain regularity conditions on the class distributions, the excess risk has the following asymptotic expansion:\[ R(C_{n,n'}^{\text{bnn}}) - R(C_{n,n}^{\text{Bayes}}) = \left( B_1 \frac{n'}{n} + B_2 \frac{1}{(n')^{1/4}} \right) \{1+o(1)\} \]

for some constants \( B_1 \) and \( B_2 \). The optimal choice of \( n' \), that balances the two terms in the asymptotic expansion, is given by \( n' = Bn^{d/(d+4)} \) for some constant \( B \).

56.4 History

Bagging (Bootstrap aggregating) was proposed by Leo Breiman in 1994 to improve the classification by combining classifications of randomly generated training sets. See Breiman, 1994. Technical Report No. 421.

56.5 See also

- Boosting (meta-algorithm)
- Bootstrapping (statistics)
- Cross-validation (statistics)
- Random forest
- Random subspace method (attribute bagging)

56.6 References


More generally, when drawing with replacement \( n' \) values out of a set of \( n \) (different and equally likely), the expected number of unique draws is \( n(1 - e^{-n'/n}) \).


Chapter 57

Gradient boosting

Gradient boosting is a machine learning technique for regression and classification problems, which produces a prediction model in the form of an ensemble of weak prediction models, typically decision trees. It builds the model in a stage-wise fashion like other boosting methods do, and it generalizes them by allowing optimization of an arbitrary differentiable loss function.

The idea of gradient boosting originated in the observation by Leo Breiman [1] that boosting can be interpreted as an optimization algorithm on a suitable cost function. Explicit regression gradient boosting algorithms were subsequently developed by Jerome H. Friedman [2][3] simultaneously with the more general functional gradient boosting perspective of Llew Mason, Jonathan Baxter, Peter Bartlett and Marcus Frean [4][5]. The latter two papers introduced the abstract view of boosting algorithms as iterative functional gradient descent algorithms. That is, algorithms that optimize a cost functional over function space by iteratively choosing a function (weak hypothesis) that points in the negative gradient direction. This functional gradient view of boosting has led to the development of boosting algorithms in many areas of machine learning and statistics beyond regression and classification.

57.1 Informal introduction

(This section follows the exposition of gradient boosting by Li [6].)

Like other boosting methods, gradient boosting combines weak learners into a single strong learner, in an iterative fashion. It is easiest to explain in the least-squares regression setting, where the goal is to learn a model $F$ that predicts values $\hat{y} = F(x)$, minimizing the mean squared error $(\hat{y} - y)^2$ to the true values $y$ (averaged over some training set).

At each stage $1 \leq m \leq M$ of gradient boosting, it may be assumed that there is some imperfect model $F_m$ (at the outset, a very weak model that just predicts the mean $y$ in the training set could be used). The gradient boosting algorithm does not change $F_m$ in any way; instead, it improves on it by constructing a new model that adds an estimator $h$ to provide a better model $F_{m+1}(x) = F_m(x) + h(x)$. The question is now, how to find $h$? The gradient boosting solution starts with the observation that a perfect $h$ would imply

$$F_{m+1} = F_m(x) + h(x) = y$$

or, equivalently,

$$h(x) = y - F_m(x)$$

Therefore, gradient boosting will fit $h$ to the residual $y - F_m(x)$. Like in other boosting variants, each $F_{m+1}$ learns to correct its predecessor $F_m$. A generalization of this idea to other loss functions than squared error (and to classification and ranking problems) follows from the observation that residuals $y - F(x)$ are the negative gradients of the squared error loss function $\frac{1}{2}(y - F(x))^2$. So, gradient boosting is a gradient descent algorithm; and generalizing it entails “plugging in” a different loss and its gradient.

57.2 Algorithm

In many supervised learning problems one has an output variable $y$ and a vector of input variables $x$ connected together via a joint probability distribution $P(x, y)$. Using a training set $\{(x_1, y_1), \ldots, (x_n, y_n)\}$ of known values of $x$ and corresponding values of $y$, the goal is to find an approximation $\bar{F}(x)$ to a function $F^*(x)$ that minimizes the expected value of some specified loss function $L(y, F(x))$:

$$F^* = \arg \min_F \mathbb{E}_{x,y}[L(y, F(x))]$$

Gradient boosting method assumes a real-valued $y$ and seeks an approximation $\bar{F}(x)$ in the form of a weighted sum of functions $h_i(x)$ from some class $\mathcal{H}$, called base (or weak) learners:

$$\bar{F}(x) = \sum_{i=1}^{M} \gamma_i h_i(x) + \text{const}$$
In accordance with the empirical risk minimization principle, the method tries to find an approximation \( \hat{F}(x) \) that minimizes the average value of the loss function on the training set. It does so by starting with a model, consisting of a constant function \( F_0(x) \), and incrementally expanding it in a greedy fashion:

\[
F_0(x) = \arg\min_{\gamma} \sum_{i=1}^{n} L(y_i, \gamma)
\]

\[
F_m(x) = F_{m-1}(x) + \arg\min_{f \in H} \sum_{i=1}^{n} L(y_i, F_{m-1}(x_i) + f(x_i))
\]

where \( f \) is restricted to be a function from the class \( \mathcal{H} \) of base learner functions.

However, the problem of choosing at each step the best \( f \) for an arbitrary loss function \( L \) is a hard optimization problem in general, and so we’ll “cheat” by solving a much easier problem instead.

The idea is to apply a steepest descent step to this minimization problem. If we only cared about predictions at the points of the training set, and \( f \) were unrestricted, we’d update the model per the following equation, where we view \( L(y, f) \) not as a functional of \( f \), but as a function of a vector of values \( f(x_1), \ldots, f(x_n) \):

\[
F_m(x) = F_{m-1}(x) - \gamma \sum_{i=1}^{n} L(y_i, F_{m-1}(x_i))
\]

\[
\gamma_m = \arg\min_{\gamma} \sum_{i=1}^{n} \left( y_i, F_{m-1}(x_i) - \gamma \frac{\partial L(y_i, F_{m-1}(x_i))}{\partial f(x_i)} \right)
\]

But as \( f \) must come from a restricted class of functions (that’s what allows us to generalize), we’ll just choose the one that most closely approximates the gradient of \( L \). Having chosen \( f \), the multiplier \( \gamma \) is then selected using line search just as shown in the second equation above.

In pseudocode, the generic gradient boosting method is:

Input: training set \( \{(x_i, y_i)\}_{i=1}^{n} \), a differentiable loss function \( L(y, F(x)) \), number of iterations \( M \).

Algorithm:

1. Initialize model with a constant value:

\[
F_0(x) = \arg\min_{\gamma} \sum_{i=1}^{n} L(y_i, \gamma).
\]

2. For \( m = 1 \) to \( M \):
   a) Compute so-called pseudo-residuals:

\[
r_{im} = \left( \frac{\partial L(y_i, F_i(x_i))}{\partial F(x_i)} \right)_{F(x) = F_{m-1}(x)}
\]

for \( i = 1, \ldots, n \), \( F_m(x) = F_{m-1}(x) + \sum_{j=1}^{J} b_{jm} I(x \in R_{jm}) \),

\[
\gamma_m = \arg\min_{\gamma} \sum_{i=1}^{n} L(y_i, F_{m-1}(x_i) + \gamma h_m(x_i)).
\]

(d) Update the model:

\[
F_m(x) = F_{m-1}(x) + \gamma_m h_m(x).
\]

3. Output \( F_M(x) \).

57.3 Gradient tree boosting

Gradient boosting is typically used with decision trees (especially CART trees) of a fixed size as base learners. For this special case Friedman proposes a modification to gradient boosting method which improves the quality of fit of each base learner.

Generic gradient boosting at the \( m \)-th step would fit a decision tree \( h_m(x) \) to pseudo-residuals. Let \( J \) be the number of its leaves. The tree partitions the input space into \( J \) disjoint regions \( R_{1m}, \ldots, R_{Jm} \) and predicts a constant value in each region. Using the indicator notation, the output of \( h_m(x) \) for input \( x \) can be written as the sum:

\[
h_m(x) = \sum_{j=1}^{J} b_{jm} I(x \in R_{jm}),
\]

where \( b_{jm} \) is the value predicted in the region \( R_{jm} \).

Then the coefficients \( b_{jm} \) are multiplied by some value \( \gamma_m \), chosen using line search so as to minimize the loss function, and the model is updated as follows:

\[
F_m(x) = F_{m-1}(x) + \gamma_m h_m(x),
\]

\[
\gamma_m = \arg\min_{\gamma} \sum_{i=1}^{n} L(y_i, F_{m-1}(x_i) + \gamma h_m(x_i)).
\]

Friedman proposes to modify this algorithm so that it chooses a separate optimal value \( \gamma_m \) for each of the tree’s regions, instead of a single \( \gamma_m \) for the whole tree. He calls the modified algorithm “TreeBoost”. The coefficients \( b_{jm} \) from the tree-fitting procedure can be then simply discarded and the model update rule becomes:

\[
F_m(x) = F_{m-1}(x) + \gamma_m h_m(x),
\]

\[
\gamma_m = \arg\min_{\gamma} \sum_{i=1}^{n} L(y_i, F_{m-1}(x_i) + \gamma h_m(x_i)).
\]
57.3.1 Size of trees

\( J \), the number of terminal nodes in trees, is the method’s parameter which can be adjusted for a data set at hand. It controls the maximum allowed level of interaction between variables in the model. With \( J = 2 \) (decision stumps), no interaction between variables is allowed. With \( J = 3 \) the model may include effects of the interaction between up to two variables, and so on.

Hastie et al.\(^7\) comment that typically \( 4 \leq J \leq 8 \) work well for boosting and results are fairly insensitive to the choice of \( J \) in this range, \( J = 2 \) is insufficient for many applications, and \( J > 10 \) is unlikely to be required.

57.4 Regularization

Fitting the training set too closely can lead to degradation of the model’s generalization ability. Several so-called regularization techniques reduce this overfitting effect by constraining the fitting procedure.

One natural regularization parameter is the number of gradient boosting iterations \( M \) (i.e. the number of trees in the model when the base learner is a decision tree). Increasing \( M \) reduces the error on training set, but setting it too high may lead to overfitting. An optimal value of \( M \) is often selected by monitoring prediction error on a separate validation data set. Besides controlling \( M \), several other regularization techniques are used.

57.4.1 Shrinkage

An important part of gradient boosting method is regularization by shrinkage which consists in modifying the update rule as follows:

\[
F_m(x) = F_{m-1}(x) + \nu \cdot \gamma_m h_m(x), \quad 0 < \nu \leq 1,
\]

where parameter \( \nu \) is called the “learning rate”.

Empirically it has been found that using small learning rates (such as \( \nu < 0.1 \) ) yields dramatic improvements in model’s generalization ability over gradient boosting without shrinking ( \( \nu = 1 \)).\(^7\) However, it comes at the price of increasing computational time both during training and querying: lower learning rate requires more iterations.

57.4.2 Stochastic gradient boosting

Soon after the introduction of gradient boosting Friedman proposed a minor modification to the algorithm, motivated by Breiman’s bagging method.\(^5\) Specifically, he proposed that at each iteration of the algorithm, a base learner should be fit on a subsample of the training set drawn at random without replacement.\(^9\) Friedman observed a substantial improvement in gradient boosting’s accuracy with this modification.

Subsample size is some constant fraction \( f \) of the size of the training set. When \( f = 1 \), the algorithm is deterministic and identical to the one described above. Smaller values of \( f \) introduce randomness into the algorithm and help prevent overfitting, acting as a kind of regularization. The algorithm also becomes faster, because regression trees have to be fit to smaller datasets at each iteration. Friedman\(^3\) obtained that \( 0.5 \leq f \leq 0.8 \) leads to good results for small and moderate sized training sets. Therefore, \( f \) is typically set to 0.5, meaning that one half of the training set is used to build each base learner.

Also, like in bagging, subsampling allows one to define an out-of-bag estimate of the prediction performance improvement by evaluating predictions on those observations which were not used in the building of the next base learner. Out-of-bag estimates help avoid the need for an independent validation dataset, but often underestimate actual performance improvement and the optimal number of iterations.\(^10\)

57.4.3 Number of observations in leaves

Gradient tree boosting implementations often also use regularization by limiting the minimum number of observations in trees’ terminal nodes (this parameter is called n.minobsinnode in the R gbm package\(^10\)). It is used in the tree building process by ignoring any splits that lead to nodes containing fewer than this number of training set instances.

Imposing this limit helps to reduce variance in predictions at leaves.

57.4.4 Penalize Complexity of Tree

Another useful regularization techniques for gradient boosted trees is to penalize model complexity of the learned model.\(^11\) The model complexity can be defined proportional number of leaves in the learned trees. The jointly optimization of loss and model complexity corresponds to a post-pruning algorithm to remove branches that fail to reduce the loss by a threshold. Other kinds of regularization such as l2 penalty on the leave values can also be added to avoid overfitting.

57.5 Usage

Recently, gradient boosting has gained some popularity in the field of learning to rank. The commercial web search engines Yahoo\(^{12}\) and Yandex\(^{13}\) use variants of gradient boosting in their machine-learned ranking engines.
57.6 Names

The method goes by a variety of names. Friedman introduced his regression technique as a “Gradient Boosting Machine” (GBM).[2] Mason, Baxter et. el. described the generalized abstract class of algorithms as “functional gradient boosting”. [4][5]

A popular open-source implementation[10] for R calls it “Generalized Boosting Model”. Commercial implementations from Salford Systems use the names “Multiple Additive Regression Trees” (MART) and TreeNet, both trademarked.

57.7 See also

- AdaBoost
- Random forest
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[8] Note: in case of usual CART trees, the trees are fitted using least-squares loss, and so the coefficient $b_{jm}$ for the region $R_{jm}$ is equal to just the value of output variable, averaged over all training instances in $R_{jm}$.

[9] Note that this is different from bagging, which samples with replacement because it uses samples of the same size as the training set.
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Chapter 58

Semi-supervised learning

An example of the influence of unlabeled data in semi-supervised learning. The top panel shows a decision boundary we might adopt after seeing only one positive (white circle) and one negative (black circle) example. The bottom panel shows a decision boundary we might adopt if, in addition to the two labeled examples, we were given a collection of unlabeled data (gray circles). This could be viewed as performing clustering and then labeling the clusters with the labeled data, pushing the decision boundary away from high-density regions, or learning an underlying one-dimensional manifold where the data reside.

Semi-supervised learning is a class of supervised learning tasks and techniques that also make use of unlabeled data for training—typically a small amount of labeled data with a large amount of unlabeled data. Semi-supervised learning falls between unsupervised learning (without any labeled training data) and supervised learning (with completely labeled training data). Many machine-learning researchers have found that unlabeled data, when used in conjunction with a small amount of labeled data, can produce considerable improvement in learning accuracy. The acquisition of labeled data for a learning problem often requires a skilled human agent (e.g., to transcribe an audio segment) or a physical experiment (e.g., determining the 3D structure of a protein or determining whether there is oil at a particular location). The cost associated with the labeling process thus may render a fully labeled training set infeasible, whereas acquisition of unlabeled data is relatively inexpensive. In such situations, semi-supervised learning can be of great practical value. Semi-supervised learning is also of theoretical interest in machine learning and as a model for human learning.

As in the supervised learning framework, we are given a set of $l$ independently identically distributed examples $x_1, \ldots, x_l \in X$ with corresponding labels $y_1, \ldots, y_l \in Y$. Additionally, we are given $u$ unlabeled examples $x_{l+1}, \ldots, x_{l+u} \in X$. Semi-supervised learning attempts to make use of this combined information to surpass the classification performance that could be obtained either by discarding the unlabeled data and doing supervised learning or by discarding the labels and doing unsupervised learning.

Semi-supervised learning may refer to either transductive learning or inductive learning. The goal of transductive learning is to infer the correct labels for the given unlabeled data $x_{l+1}, \ldots, x_{l+u}$ only. The goal of inductive learning is to infer the correct mapping from $X$ to $Y$.

Intuitively, we can think of the learning problem as an exam and labeled data as the few example problems that the teacher solved in class. The teacher also provides a set of unsolved problems. In the transductive setting, these unsolved problems are a take-home exam and you want to do well on them in particular. In the inductive setting, these are practice problems of the sort you will encounter on the in-class exam.

It is unnecessary (and, according to Vapnik’s principle, imprudent) to perform transductive learning by way of inferring a classification rule over the entire input space; however, in practice, algorithms formally designed for transduction or induction are often used interchangeably.
58.1 Assumptions used in semi-supervised learning

In order to make any use of unlabeled data, we must assume some structure to the underlying distribution of data. Semi-supervised learning algorithms make use of at least one of the following assumptions.\(^\text{1}\)

58.1.1 Smoothness assumption

Points which are close to each other are more likely to share a label. This is also generally assumed in supervised learning and yields a preference for geometrically simple decision boundaries. In the case of semi-supervised learning, the smoothness assumption additionally yields a preference for decision boundaries in low-density regions, so that there are fewer points close to each other but in different classes.

58.1.2 Cluster assumption

The data tend to form discrete clusters, and points in the same cluster are more likely to share a label (although data sharing a label may be spread across multiple clusters). This is a special case of the smoothness assumption and gives rise to feature learning with clustering algorithms.

58.1.3 Manifold assumption

The data lie approximately on a manifold of much lower dimension than the input space. In this case we can attempt to learn the manifold using both the labeled and unlabeled data to avoid the curse of dimensionality. Then learning can proceed using distances and densities defined on the manifold.

The manifold assumption is practical when high-dimensional data are being generated by some process that may be hard to model directly, but which only has a few degrees of freedom. For instance, human voice is controlled by a few vocal folds,\(^\text{2}\) and images of various facial expressions are controlled by a few muscles. We would like in these cases to use distances and smoothness in the natural space of the generating problem, rather than in the space of all possible acoustic waves or images respectively.

58.2 History

The heuristic approach of self-training (also known as self-learning or self-labeling) is historically the oldest approach to semi-supervised learning,\(^\text{1}\) with examples of applications starting in the 1960s (see for instance Scudder (1965)\(^\text{3}\)).

The transductive learning framework was formally introduced by Vladimir Vapnik in the 1970s.\(^\text{4}\) Interest in inductive learning using generative models also began in the 1970s. A probably approximately correct learning bound for semi-supervised learning of a Gaussian mixture was demonstrated by Ratsaby and Venkatesh in 1995\(^\text{5}\).

Semi-supervised learning has recently become more popular and practically relevant due to the variety of problems for which vast quantities of unlabeled data are available—e.g., text on websites, protein sequences, or images. For a review of recent work see a survey article by Zhu (2008)\(^\text{6}\).

58.3 Methods for semi-supervised learning

58.3.1 Generative models

Generative approaches to statistical learning first seek to estimate \(p(x|y)\), the distribution of data points belonging to each class. The probability \(p(y|x)\) that a given point \(x\) has label \(y\) is then proportional to \(p(x|y)p(y)\) by Bayes’ rule. Semi-supervised learning with generative models can be viewed either as an extension of supervised learning (classification plus information about \(p(x)\)) or as an extension of unsupervised learning (clustering plus some labels).

Generative models assume that the distributions take some particular form \(p(x|y, \theta)\) parameterized by the vector \(\theta\). If these assumptions are incorrect, the unlabeled data may actually decrease the accuracy of the solution relative to what would have been obtained from labeled data alone.\(^\text{7}\) However, if the assumptions are correct, then the unlabeled data necessarily improves performance.\(^\text{8}\)

The unlabeled data are distributed according to a mixture of individual-class distributions. In order to learn the mixture distribution from the unlabeled data, it must be identifiable, that is, different parameters must yield different summed distributions. Gaussian mixture distributions are identifiable and commonly used for generative models.

The parameterized joint distribution can be written as

\[
p(x, y|\theta) = p(y|\theta)p(x|y, \theta)
\]

by using the Chain rule. Each parameter vector \(\theta\) is associated with a decision function \(f_\theta(x) = \arg\max_y p(y|x, \theta)\). The parameter is then chosen based on fit to both the labeled and unlabeled data, weighted by \(\lambda\):

\[
\arg\max_\theta \left\{ \log p(\{x_i, y_i\}_{i=1}^l | \theta) + \lambda \log p(\{x_j\}_{j=l+1}^u | \theta) \right\}
\]

\(^\text{8}\)
58.3.2 Low-density separation

Another major class of methods attempts to place boundaries in regions where there are few data points (labeled or unlabeled). One of the most commonly used algorithms is the transductive support vector machine, or TSVM (which, despite its name, may be used for inductive learning as well). Whereas support vector machines for supervised learning seek a decision boundary with maximal margin over the labeled data, the goal of TSVM is a labeling of the unlabeled data such that the decision boundary has maximal margin over all of the data. In addition to the standard hinge loss \((1 - y_i f(x_i))_+\) for labeled data, a loss function \((1 - |f(x)|)_+\) is introduced over the unlabeled data by letting \(y = \text{sign} f(x)\). TSVM then selects \(f^*(x) = h^*(x) + b\) from a reproducing kernel Hilbert space \(\mathcal{H}\) by minimizing the regularized empirical risk:

\[
  f^* = \arg\min_f \left( \sum_{i=1}^{l+u} (1 - y_i f(x_i))_+ + \lambda_1 ||h||_H^2 + \lambda_2 \sum_{i=1}^{l+u} \sum_{i,j=1}^{l+u} W_{ij} (f_i - f_j)^2 \right)
\]

An exact solution is intractable due to the non-convex term \((1 - |f(x)|)_+\), so research has focused on finding useful approximations.\[^8\]

Other approaches that implement low-density separation include Gaussian process models, information regularization, and entropy minimization (of which TSVM is a special case).

58.3.3 Graph-based methods

Graph-based methods for semi-supervised learning use a graph representation of the data, with a node for each labeled and unlabeled example. The graph may be constructed using domain knowledge or similarity of examples; two common methods are to connect each data point to its \(k\) nearest neighbors or to examples within some distance \(\epsilon\). The weight \(W_{ij}\) of an edge between \(x_i\) and \(x_j\) is then set to \(e^{-||x_i - x_j||^2/\tau}\).

Within the framework of manifold regularization,\[^9\][^10\] the graph serves as a proxy for the manifold. A term is added to the standard Tikhonov regularization problem to enforce smoothness of the solution relative to the manifold (in the intrinsic space of the problem) as well as relative to the ambient input space. The minimization problem becomes

\[
  \arg\min_{f \in \mathcal{H}} \left( \frac{1}{\tau} \sum_{i=1}^{l} V(f(x_i), y_i) + \lambda_A ||f||_{\mathcal{H}}^2 + \lambda_I \int_{\mathcal{M}} ||\nabla f(x)||_{\mathcal{H}}^2 dp(x) \right)
\]

where \(\mathcal{H}\) is a reproducing kernel Hilbert space and \(\mathcal{M}\) is the manifold on which the data lie. The regularization parameters \(\lambda_A\) and \(\lambda_I\) control smoothness in the ambient and intrinsic spaces respectively. The graph is used to approximate the intrinsic regularization term. Defining the graph Laplacian \(L = D - W\) where \(D_{ii} = \sum_{j=1}^{l+u} W_{ij}\) and \(f\) the vector \([f(x_1) \ldots f(x_{l+u})]\), we have

\[
  f^T L f = \sum_{i,j=1}^{l+u} W_{ij} (f_i - f_j)^2 \approx \int_{\mathcal{M}} ||\nabla_{\mathcal{M}} f(x)||^2 dp(x)
\]

The Laplacian can also be used to extend the supervised learning algorithms: regularized least squares and support vector machines (SVM) to semi-supervised versions Laplacian regularized least squares and Laplacian SVM.

58.3.4 Heuristic approaches

Some methods for semi-supervised learning are not intrinsically geared to learning from both unlabeled and labeled data, but instead make use of unlabeled data within a supervised learning framework. For instance, the labeled and unlabeled examples \(x_1, \ldots, x_{l+u}\) may inform a choice of representation, distance metric, or kernel for the data in an unsupervised first step. Then supervised learning proceeds from only the labeled examples.

Self-training is a wrapper method for semi-supervised learning. First a supervised learning algorithm is used to select a classifier based on the labeled data only. This classifier is then applied to the unlabeled data to generate more labeled examples as input for another supervised learning problem. Generally only the labels the classifier is most confident of are added at each step.

Co-training is an extension of self-training in which multiple classifiers are trained on different (ideally disjoint) sets of features and generate labeled examples for one another.

58.4 Semi-supervised learning in human cognition

Human responses to formal semi-supervised learning problems have yielded varying conclusions about the degree of influence of the unlabeled data (for a summary see \[^11\]). More natural learning problems may also be viewed as instances of semi-supervised learning. Much of human concept learning involves a small amount of direct instruction (e.g. parental labeling of objects during childhood) combined with large amounts of unlabeled experience (e.g. observation of objects without naming or counting them, or at least without feedback).

Human infants are sensitive to the structure of unlabeled natural categories such as images of dogs and cats or male and female faces.\[^12\] More recent work has shown that infants and children take into account not only the unlabeled
examples available, but the sampling process from which labeled examples arise.\textsuperscript{[13],[14]}

58.5 See also

- PU learning

58.6 References


Chapter 59
Perceptron

“Perceptrons” redirects here. For the book of that title, see Perceptrons (book).

In machine learning, the perceptron is an algorithm for supervised learning of binary classifiers: functions that can decide whether an input (represented by a vector of numbers) belong to one class or another. It is a type of linear classifier, i.e. a classification algorithm that makes its predictions based on a linear predictor function combining a set of weights with the feature vector. The algorithm allows for online learning, in that it processes elements in the training set one at a time.

The perceptron algorithm dates back to the late 1950s; its first implementation, in custom hardware, was one of the first artificial neural networks to be produced.

59.1 History

See also: History of artificial intelligence, AI winter

The perceptron algorithm was invented in 1957 at the Cornell Aeronautical Laboratory by Frank Rosenblatt, funded by the United States Office of Naval Research. The perceptron was intended to be a machine, rather than a program, and while its first implementation was in software for the IBM 704, it was subsequently implemented in custom-built hardware as the “Mark 1 perceptron”. This machine was designed for image recognition; it had an array of 400 photocells, randomly connected to the “neurons”. Weights were encoded in potentiometers, and weight updates during learning were performed by electric motors.

In a 1958 press conference organized by the US Navy, Rosenblatt made statements about the perceptron that caused a heated controversy among the fledgling AI community; based on Rosenblatt’s statements, The New York Times reported the perceptron to be “the embryo of an electronic computer that [the Navy] expects will be able to walk, talk, see, write, reproduce itself and be conscious of its existence.”

Although the perceptron initially seemed promising, it was quickly proved that perceptrons could not be trained to recognise many classes of patterns. This led to the field of neural network research stagnating for many years, before it was recognised that a feedforward neural network with two or more layers (also called a multilayer perceptron) had far greater processing power than perceptrons with one layer (also called a single layer perceptron). Single layer perceptrons are only capable of learning linearly separable patterns; in 1969 a famous book entitled Perceptrons by Marvin Minsky and Seymour Papert showed that it was impossible for these classes of network to learn an XOR function. It is often believed that they also conjectured (incorrectly) that a similar result would hold for a multi-layer perceptron network. However, this is not true, as both Minsky and Papert already knew that multi-layer perceptrons were capable of producing an XOR function. (See the page on Perceptrons (book) for more information.) Three years later Stephen Grossberg published a series of papers introducing networks capable of modelling differential, contrast-enhancing and XOR functions. (The papers were published in 1972 and 1973, see e.g.: Grossberg (1973), “Contour enhancement, short-term memory, and constancies in reverberating neural networks” (PDF), Studies in Applied Mathematics 52: 213–257.). Nevertheless the often-miscited Minsky/Papert text caused a significant decline in interest and funding of neural network research. It took ten more years until neural network research experienced a resurgence in the 1980s. This text was reprinted in 1987 as “Perceptrons - Expanded Edition” where some errors in the original text are shown and corrected.

The kernel perceptron algorithm was already introduced in 1964 by Aizerman et al. Margin bounds guarantees were given for the Perceptron algorithm in the general non-separable case first by Freund and Schapire (1998), and more recently by Mohri and Rostamizadeh (2013) who extend previous results and give new L1 bounds.

59.2 Definition

In the modern sense, the perceptron is an algorithm for learning a binary classifier: a function that maps its input
59.3 LEARNING ALGORITHM

\( x \) (a real-valued vector) to an output value \( f(x) \) (a single binary value):

\[
f(x) = \begin{cases} 
1 & \text{if } w \cdot x + b > 0 \\
0 & \text{otherwise}
\end{cases}
\]

where \( w \) is a vector of real-valued weights, \( w \cdot x \) is the dot product \( \sum_i w_i x_i \), and \( b \) is the bias, a term that shifts the decision boundary away from the origin and does not depend on any input value.

The value of \( f(x) \) (0 or 1) is used to classify \( x \) as either a positive or a negative instance, in the case of a binary classification problem. If \( b \) is negative, then the weighted combination of inputs must produce a positive value greater than \( |b| \) in order to push the classifier neuron over the 0 threshold. Spatially, the bias alters the position (though not the orientation) of the decision boundary. The perceptron learning algorithm does not terminate if the learning set is not linearly separable. If the vectors are not linearly separable learning will never reach a point where all vectors are classified properly. The most famous example of the perceptron's inability to solve problems with linearly nonseparable vectors is the Boolean exclusive-or problem. The solution spaces of decision boundaries for all binary functions and learning behaviors are studied in the reference.

In the context of neural networks, a perceptron is an artificial neuron using the Heaviside step function as the activation function. The perceptron algorithm is also termed the single-layer perceptron, to distinguish it from a multilayer perceptron, which is a misnomer for a more complicated neural network. As a linear classifier, the single-layer perceptron is the simplest feedforward neural network.

59.3 Learning algorithm

Below is an example of a learning algorithm for a (single-layer) perceptron. For multilayer perceptrons, where a hidden layer exists, more sophisticated algorithms such as backpropagation must be used. Alternatively, methods such as the delta rule can be used if the function is non-linear and differentiable, although the one below will work as well.

When multiple perceptrons are combined in an artificial neural network, each output neuron operates independently of all the others; thus, learning each output can be considered in isolation.

59.3.1 Definitions

We first define some variables:

- \( y = f(z) \) denotes the output from the perceptron for an input vector \( z \).
- \( b \) is the bias term, which in the example below we take to be 0.
- \( D = \{(x_1, d_1), \ldots, (x_s, d_s)\} \) is the training set of \( s \) samples, where:
  - \( x_j \) is the \( n \)-dimensional input vector.
  - \( d_j \) is the desired output value of the perceptron for that input.

We show the values of the features as follows:

- \( x_{j,i} \) is the value of the \( i \)th feature of the \( j \)th training input vector.
- \( x_{j,0} = 1 \).

To represent the weights:

- \( w_i \) is the \( i \)th value in the weight vector, to be multiplied by the value of the \( i \)th input feature.
- Because \( x_{j,0} = 1 \), the \( w_0 \) is effectively a learned bias that we use instead of the bias constant \( b \).

To show the time-dependence of \( w \), we use:

- \( w_i(t) \) is the weight \( i \) at time \( t \).
- \( \alpha \) is the learning rate, where \( 0 < \alpha \leq 1 \).

Too high a learning rate makes the perceptron periodically oscillate around the solution unless additional steps are taken.
The appropriate weights are applied to the inputs, and the resulting weighted sum passed to a function that produces the output \( y \).

### 59.3.2 Steps

1. Initialize the weights and the threshold. Weights may be initialized to 0 or to a small random value. In the example below, we use 0.

2. For each example \( j \) in our training set \( D \), perform the following steps over the input \( x_j \) and desired output \( d_j \):
   
   2a. Calculate the actual output:
   
   \[
   y_j(t) = f[w(t) \cdot x_j] = f[w_0(t) + w_1(t)x_{j,1} + w_2(t)x_{j,2} + \cdots]
   \]
   
   2b. Update the weights:
   
   \[
   w_i(t + 1) = w_i(t) + \alpha(d_j - y_j(t))x_{j,i}, \text{ for all feature } 0 \leq i \leq n.
   \]

3. For offline learning, the step 2 may be repeated until the iteration error \( \frac{1}{2} \sum_{j=1}^{N} |d_j - y_j(t)| \) is less than a user-specified error threshold \( \gamma \), or a predetermined number of iterations have been completed.

The algorithm updates the weights after steps 2a and 2b. These weights are immediately applied to a pair in the training set, and subsequently updated, rather than waiting until all pairs in the training set have undergone these steps.

### 59.3.3 Convergence

The perceptron is a linear classifier, therefore it will never get to the state with all the input vectors classified correctly if the training set \( D \) is not linearly separable, i.e. if the positive examples can not be separated from the negative examples by a hyperplane. In this case, no “approximate” solution will be gradually approached under the standard learning algorithm, but instead learning will fail completely. Hence, if linear separability of the training set is not known a priori, one of the training variants below should be used.

But if the training set is linearly separable, then the perceptron is guaranteed to converge, and there is an upper bound on the number of times the perceptron will adjust its weights during the training.

Suppose that the input vectors from the two classes can be separated by a hyperplane with a margin \( \gamma \), i.e. there exists a weight vector \( w \), \( ||w|| = 1 \), and a bias term \( b \) such that \( w \cdot x_j + b > \gamma \) for all \( j : d_j = 1 \) and \( w \cdot x_j + b < -\gamma \) for all \( j : d_j = 0 \). And also let \( R \) denote the maximum norm of an input vector. Novikoff (1962) proved that in this case the perceptron algorithm converges after making \( O(R^2/\gamma^2) \) updates. The idea of the proof is that the weight vector is always adjusted by a bounded amount in a direction that it has a negative dot product with, and thus can be bounded above by \( O(\sqrt{t}) \) where \( t \) is the number of changes to the weight vector. But it can also be bounded below by \( O(1) \) because if there exists an (unknown) satisfactory weight vector, then every change makes progress in this (unknown) direction by a positive amount that depends only on the input vector.

Two classes of points, and two of the infinitely many linear boundaries that separate them. Even though the boundaries are at nearly right angles to one another, the perceptron algorithm has no way of choosing between them.

While the perceptron algorithm is guaranteed to converge on some solution in the case of a linearly separable training set, it may still pick any solution and problems may admit many solutions of varying quality.[8] The perceptron of optimal stability, nowadays better known as the linear support vector machine, was designed to solve this problem.

The decision boundary of a perceptron is invariant with respect to scaling of the weight vector; that is, a perceptron trained with initial weight vector \( w \) and learning rate \( \alpha \) behaves identically to a perceptron trained with initial weight vector \( w/\alpha \) and learning rate 1. Thus, since the initial weights become irrelevant with increasing number of iterations, the learning rate does not matter in the case of the perceptron and is usually just set to 1.
59.4 Variants

The pocket algorithm with ratchet (Gallant, 1990) solves the stability problem of perceptron learning by keeping the best solution seen so far “in its pocket”. The pocket algorithm then returns the solution in the pocket, rather than the last solution. It can be used also for non-separable data sets, where the aim is to find a perceptron with a small number of misclassifications. However, these solutions appear purely stochastically and hence the pocket algorithm neither approaches them gradually in the course of learning, nor are they guaranteed to show up within a given number of learning steps.

The Maxover algorithm (Wendemuth, 1995) \(^9\) is “robust” in the sense that it will converge regardless of (prior) knowledge of linear separability of the data set. In the linear separable case, it will solve the training problem - if desired, even with optimal stability (maximum margin between the classes). For non-separable data sets, it will return a solution with a small number of misclassifications. In all cases, the algorithm gradually approaches the solution in the course of learning, without memorizing previous states and without stochastic jumps. Convergence is to global optimality for separable data sets and to local optimality for non-separable data sets.

In separable problems, perceptron training can also aim at finding the largest separating margin between the classes. The so-called perceptron of optimal stability can be determined by means of iterative training and optimization schemes, such as the Min-Over algorithm (Krauth and Mezard, 1987)\(^{10}\) or the AdaTron (Anlauf and Biehl, 1989).\(^{11}\) AdaTron uses the fact that the corresponding quadratic optimization problem is convex. The perceptron of optimal stability, together with the kernel trick, are the conceptual foundations of the support vector machine.

The \(\alpha\)-perceptron further used a pre-processing layer of fixed random weights, with thresholded output units. This enabled the perceptron to classify analogue patterns, by projecting them into a binary space. In fact, for a projection space of sufficiently high dimension, patterns can become linearly separable.

For example, consider the case of having to classify data into two classes. Here is a small such data set, consisting of points coming from two Gaussian distributions.

- Two-class Gaussian data
- A linear classifier operating on the original space
- A linear classifier operating on a high-dimensional projection

A linear classifier can only separate points with a hyperplane, so no linear classifier can classify all the points here perfectly. On the other hand, the data can be projected into a large number of dimensions. In our example, a random matrix was used to project the data linearly to a 1000-dimensional space; then each resulting data point was transformed through the hyperbolic tangent function. A linear classifier can then separate the data, as shown in the third figure. However the data may still not be completely separable in this space, in which the perceptron algorithm would not converge. In the example shown, stochastic steepest gradient descent was used to adapt the parameters.

Another way to solve nonlinear problems without using multiple layers is to use higher order networks (sigma-pi unit). In this type of network, each element in the input vector is extended with each pairwise combination of multiplied inputs (second order). This can be extended to an \(n\)-order network.

It should be kept in mind, however, that the best classifier is not necessarily that which classifies all the training data perfectly. Indeed, if we had the prior constraint that the data come from equi-variant Gaussian distributions, the linear separation in the input space is optimal, and the nonlinear solution is overfitted.

Other linear classification algorithms include Winnow, support vector machine and logistic regression.

59.5 Example

A perceptron learns to perform a binary NAND function on inputs \(x_1\) and \(x_2\).

Inputs: \(x_0\), \(x_1\), \(x_2\), with input \(x_0\) held constant at 1.

Threshold \((t)\): 0.5
Bias \((b)\): 1
Learning rate \((r)\): 0.1

Training set, consisting of four samples:
\[
\{(1, 0, 0), 1\}, \{(1, 0, 1), 1\}, \{(1, 1, 0), 0\}, \{(1, 1, 1), 0\}\]

In the following, the final weights of one iteration become the initial weights of the next. Each cycle over all the samples in the training set is demarcated with heavy lines.

This example can be implemented in the following Python code.

```python
threshold = 0.5 learning_rate = 0.1 weights = [0, 0, 0] training_set = [[(1, 0, 0), 1], [(1, 0, 1), 1], [(1, 1, 0), 1], [(1, 1, 1), 0]]
def dot_product(values, weights):
    return sum(value * weight for value, weight in zip(values, weights))
while True:
    print(weights)
    for input_vector, desired_output in training_set:
        result = dot_product(input_vector, weights)
        if result > threshold:
            error = desired_output - result
            weights = [weight + learning_rate * error if index == value else weight for index, value in enumerate(input_vector)]]
        else:
            error = desired_output - result
            weights = [weight - learning_rate * error if index == value else weight for index, value in enumerate(input_vector)]]
        training_set = [(input_vector, desired_output) if error == 0 else (input_vector, desired_output) for input_vector, desired_output in training_set]
    print(weights)
```
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59.6 Multiclass perceptron

Like most other techniques for training linear classifiers, the perceptron generalizes naturally to multiclass classification. Here, the input $x$ and the output $y$ are drawn from arbitrary sets. A feature representation function $f(x, y)$ maps each possible input/output pair to a finite-dimensional real-valued feature vector. As before, the feature vector is multiplied by a weight vector $w$, but now the resulting score is used to choose among many possible outputs:

$$\hat{y} = \text{argmax}_y f(x, y) \cdot w.$$ 

Learning again iterates over the examples, predicting an output for each, leaving the weights unchanged when the predicted output matches the target, and changing them when it does not. The update becomes:

$$w_{t+1} = w_t + f(x, y) - f(x, \hat{y}).$$

This multiclass formulation reduces to the original perceptron when $x$ is a real-valued vector, $y$ is chosen from $\{0, 1\}$, and $f(x, y) = y \cdot x$.

For certain problems, input/output representations and features can be chosen so that $\text{argmax}_y f(x, y) \cdot w$ can be found efficiently even though $y$ is chosen from a very large or even infinite set.

In recent years, perceptron training has become popular in the field of natural language processing for such tasks as part-of-speech tagging and syntactic parsing (Collins, 2002).

59.7 References


- Yin, Hongfeng (1996), Perceptron-Based Algorithms and Analysis, Spectrum Library, Concordia University, Canada.
59.8 External links

- A Perceptron implemented in MATLAB to learn binary NAND function
- Chapter 3 Weighted networks - the perceptron and chapter 4 Perceptron learning of *Neural Networks - A Systematic Introduction* by Raúl Rojas (ISBN 978-3-540-60505-8)
- Explanation of the update rule by Charles Elkan
- History of perceptrons
- Mathematics of perceptrons
Chapter 60

Support vector machine

Not to be confused with Secure Virtual Machine.

In machine learning, support vector machines (SVMs, also support vector networks\(^\text{[1]}\)) are supervised learning models with associated learning algorithms that analyze data and recognize patterns, used for classification and regression analysis. Given a set of training examples, each marked for belonging to one of two categories, an SVM training algorithm builds a model that assigns new examples into one category or the other, making it a non-probabilistic binary linear classifier. An SVM model is a representation of the examples as points in space, mapped so that the examples of the separate categories are divided by a clear gap that is as wide as possible. New examples are then mapped into that same space and predicted to belong to a category based on which side of the gap they fall on.

In addition to performing linear classification, SVMs can efficiently perform a non-linear classification using what is called the kernel trick, implicitly mapping their inputs into high-dimensional feature spaces.

60.1 Definition

More formally, a support vector machine constructs a hyperplane or set of hyperplanes in a high- or infinite-dimensional space, which can be used for classification, regression, or other tasks. Intuitively, a good separation is achieved by the hyperplane that has the largest distance to the nearest training-data point of any class (so-called functional margin), since in general the larger the margin the lower the generalization error of the classifier.

Whereas the original problem may be stated in a finite-dimensional space, it often happens that the sets to discriminate are not linearly separable in that space. For this reason, it was proposed that the original finite-dimensional space be mapped into a much higher-dimensional space, presumably making the separation easier in that space. To keep the computational load reasonable, the mappings used by SVM schemes are designed to ensure that dot products may be computed easily in terms of the variables in the original space, by defining them in terms of a kernel function \( k(x, y) \) selected to suit the problem.\(^\text{[2]}\) The hyperplanes in the higher-dimensional space are defined as the set of points whose dot product with a vector in that space is constant. The vectors defining the hyperplanes can be chosen to be linear combinations with parameters \( \alpha_i \) of images of feature vectors \( x_i \) that occur in the data base. With this choice of a hyperplane, the points \( x \) in the feature space that are mapped into the hyperplane are defined by the relation: \( \sum_i \alpha_i k(x_i, x) = \text{constant} \). Note that if \( k(x, y) \) becomes small as \( y \) grows further away from \( x \), each term in the sum measures the degree of closeness of the test point \( x \) to the corresponding data base point \( x_i \). In this way, the sum of kernels above can be used to measure the relative nearness of each test point to the data points originating in one or the other of the sets to be discriminated. Note the fact that the set of points \( x \) mapped into any hyperplane can be quite convoluted as a result, allowing much more complex discrimination between sets which are not convex at all in the original space.

60.2 History

The original SVM algorithm was invented by Vladimir N. Vapnik and Alexey Ya. Chervonenkis in 1963. In 1992, Bernhard E. Boser, Isabelle M. Guyon and Vladimir N. Vapnik suggested a way to create nonlinear classifiers by applying the kernel trick to maximum-margin hyperplanes.\(^\text{[3]}\) The current standard incarnation (soft margin) was proposed by Corinna Cortes and Vapnik in 1993 and published in 1995.\(^\text{[1]}\)

60.3 Motivation

Classifying data is a common task in machine learning. Suppose some given data points each belong to one of two classes, and the goal is to decide which class a new data point will be in. In the case of support vector machines, a data point is viewed as a \( p \)-dimensional vector (a list of \( p \) numbers), and we want to know whether we can separate such points with a \( (p - 1) \)-dimensional hyperplane. This is called a linear classifier. There are many hyperplanes...
that might classify the data. One reasonable choice as the best hyperplane is the one that represents the largest separation, or margin, between the two classes. So we choose the hyperplane so that the distance from it to the nearest data point on each side is maximized. If such a hyperplane exists, it is known as the maximum-margin hyperplane and the linear classifier it defines is known as a maximum margin classifier; or equivalently, the perceptron of optimal stability.

60.4 Linear SVM

Given some training data $\mathcal{D}$, a set of $n$ points of the form

$$\mathcal{D} = \{(x_i, y_i) \mid x_i \in \mathbb{R}^p, y_i \in \{-1, 1\}\}_{i=1}^n$$

where the $y_i$ is either 1 or −1, indicating the class to which the point $x_i$ belongs. Each $x_i$ is a $p$-dimensional real vector. We want to find the maximum-margin hyperplane that divides the points having $y_i = 1$ from those having $y_i = -1$. Any hyperplane can be written as the set of points $x$ satisfying

$$w \cdot x - b = 0,$$

where $\cdot$ denotes the dot product and $w$ the (not necessarily normalized) normal vector to the hyperplane. The parameter $\frac{1}{\|w\|}$ determines the offset of the hyperplane from the origin along the normal vector $w$.

If the training data are linearly separable, we can select two hyperplanes in a way that they separate the data and there are no points between them, and then try to maximize their distance. The region bounded by them is called “the margin”. These hyperplanes can be described by the equations

$$w \cdot x - b \leq -1 \quad \text{for } x_i$$

or

$$w \cdot x - b \geq 1 \quad \text{for } x_i,$$

This can be rewritten as:

$$y_i(w \cdot x_i - b) \geq 1, \quad \text{all for } 1 \leq i \leq n. \quad (1)$$

We can put this together to get the optimization problem: Minimize (in $w$, $b$)

$$\|w\|$$

subject to (for any $i = 1, \ldots, n$)

$$y_i(w \cdot x_i - b) \geq 1.$$
60.4.1 Primal form

The optimization problem presented in the preceding section is difficult to solve because it depends on $\|w\|$, the norm of $w$, which involves a square root. Fortunately it is possible to alter the equation by substituting $\|w\|$ with $\frac{1}{2}\|w\|^2$ (the factor of $\frac{1}{2}$ being used for mathematical convenience) without changing the solution (the minimum of the original and the modified equation have the same $w$ and $b$). This is a quadratic programming optimization problem. More clearly:

$$\arg \min_{(w,b)} \frac{1}{2}\|w\|^2$$
subject to (for any $i = 1, \ldots, n$)

$$y_i(w \cdot x_i - b) \geq 1.$$

By introducing Lagrange multipliers $\alpha$, the previous constrained problem can be expressed as

$$\arg \min_{w,b} \alpha \geq 0 \left\{ \frac{1}{2}\|w\|^2 - \sum_{i=1}^{n} \alpha_i [y_i (w \cdot x_i - b) - 1] \right\}$$
that is we look for a saddle point. In doing so all the points which can be separated as $y_i(w \cdot x_i - b) - 1 > 0$ do not matter since we must set the corresponding $\alpha_i$ to zero.

This problem can now be solved by standard quadratic programming techniques and programs. The “stationary” Karush–Kuhn–Tucker condition implies that the solution can be expressed as a linear combination of the training vectors

$$w = \sum_{i=1}^{n} \alpha_i y_i x_i.$$

Only a few $\alpha_i$ will be greater than zero. The corresponding $x_i$ are exactly the support vectors, which lie on the margin and satisfy $y_i(w \cdot x_i - b) = 1$. From this one can derive that the support vectors also satisfy

$$w \cdot x_i - b = \frac{1}{y_i} = y_i \iff b = w \cdot x_i - y_i$$
which allows one to define the offset $b$. The $b$ depends on $y_i$ and $x_i$, so it will vary for each data point in the sample. In practice, it is more robust to average over all $N_{SV}$ support vectors, since the average over the sample is an unbiased estimator of the population mean:

$$b = \frac{1}{N_{SV}} \sum_{i=1}^{N_{SV}} (w \cdot x_i - y_i)$$

60.4.2 Dual form

Writing the classification rule in its unconstrained dual form reveals that the maximum-margin hyperplane and therefore the classification task is only a function of the support vectors, the subset of the training data that lie on the margin.

Using the fact that $\|w\|^2 = w^T \cdot w$ and substituting $w = \sum_{i=1}^{n} \alpha_i y_i x_i$, one can show that the dual of the SVM reduces to the following optimization problem:

Maximize (in $\alpha_i$)

$$\tilde{L}(\alpha) = \sum_{i=1}^{n} \alpha_i - \frac{1}{2} \sum_{i,j} \alpha_i \alpha_j y_i y_j x_i^T x_j$$
subject to (for any $i = 1, \ldots, n$)

$$\alpha_i \geq 0,$$
and to the constraint from the minimization in $b$

$$\sum_{i=1}^{n} \alpha_i y_i = 0.$$

Here the kernel is defined by $k(x_i, x_j) = x_i \cdot x_j$. $W$ can be computed thanks to the $\alpha$ terms:

$$w = \sum_{i} \alpha_i y_i x_i.$$

60.4.3 Biased and unbiased hyperplanes

For simplicity reasons, sometimes it is required that the hyperplane pass through the origin of the coordinate system. Such hyperplanes are called unbiased, whereas general hyperplanes not necessarily passing through the origin are called biased. An unbiased hyperplane can be enforced by setting $b = 0$ in the primal optimization problem. The corresponding dual is identical to the dual given above without the equality constraint

$$\sum_{i=1}^{n} \alpha_i y_i = 0.$$

60.5 Soft margin

In 1995, Corinna Cortes and Vladimir N. Vapnik suggested a modified maximum margin idea that allows for mislabeled examples. If there exists no hyperplane that
can split the “yes” and “no” examples, the Soft Margin method will choose a hyperplane that splits the examples as cleanly as possible, while still maximizing the distance to the nearest cleanly split examples. The method introduces non-negative slack variables, $\xi_i$, which measure the degree of misclassification of the data $x_i$

$$y_i(w \cdot x_i - b) \geq 1 - \xi_i \quad 1 \leq i \leq n.$$  \hspace{1cm} (2)

The objective function is then increased by a function which penalizes non-zero $\xi_i$, and the optimization becomes a trade off between a large margin and a small error penalty. If the penalty function is linear, the optimization problem becomes:

$$\arg\min_{w,\xi} \left\{ \frac{1}{2} \|w\|^2 + C \sum_{i=1}^{n} \xi_i \right\},$$

subject to (for any $i = 1, \ldots , n$ )

$$y_i(w \cdot x_i - b) \geq 1 - \xi_i, \quad \xi_i \geq 0$$

Using the hinge function notation like that in MARS, this optimization problem can be rewritten as $\sum_i[1 - y_i(w \cdot x_i + b)]_+ + \lambda \|w\|^2$, wherein let $[1 - y_i(w \cdot x_i + b)]_+ = [\xi_i]_+ = \xi_i, \quad \lambda = 1/2C$.

This constraint in (2) along with the objective of minimizing $\|w\|$ can be solved using Lagrange multipliers as done above. One then has to solve the following problem:

$$\arg\min_{w,\xi,h} \left\{ \frac{1}{2} \|w\|^2 + C \sum_{i=1}^{n} \xi_i - \sum_{i=1}^{n} \alpha_i [y_i(w \cdot x_i - b) - 1] \right\},$$

with $\alpha_i, \beta_i \geq 0$.

An example for a result of soft-margin SVM

### 60.5.1 Dual form

Maximize (in $\alpha_i$)

$$\hat{L}(\alpha) = \sum_{i=1}^{n} \alpha_i - \frac{1}{2} \sum_{i,j} \alpha_i \alpha_j y_i y_j k(x_i, x_j)$$

subject to (for any $i = 1, \ldots , n$ )

$$0 \leq \alpha_i \leq C,$$

and

$$\sum_{i=1}^{n} \alpha_i y_i = 0.$$

The key advantage of a linear penalty function is that the slack variables vanish from the dual problem, with the constant $C$ appearing only as an additional constraint on the Lagrange multipliers. For the above formulation and its huge impact in practice, Cortes and Vapnik received the 2008 ACM Paris Kanellakis Award.[4]

**Nonlinear** penalty functions have been used, particularly to reduce the effect of outliers on the classifier, but unless care is taken the problem becomes non-convex, and thus it is considerably more difficult to find a global solution.

### 60.6 Nonlinear classification

**Kernel machine**

The original optimal hyperplane algorithm proposed by Vapnik in 1963 was a linear classifier. However, in 1992, Bernhard E. Boser, Isabelle M. Guyon and Vladimir N. Vapnik suggested a way to create nonlinear classifiers by applying the kernel trick (originally proposed by Aizerman et al.[5]) to maximum-margin hyperplanes.[6] The resulting algorithm is formally similar, except that every dot product is replaced by a nonlinear kernel function. This allows the algorithm to fit the maximum-margin hyperplane in a transformed feature space. The transformation may be nonlinear and the transformed space high dimensional; thus though the classifier is a hyperplane in the high-dimensional feature space, it may be nonlinear in the original input space.

If the kernel used is a Gaussian radial basis function, the corresponding feature space is a Hilbert space of infinite dimensions. Maximum margin classifiers are well
regularized, and previously it was widely believed that the infinite dimensions do not spoil the results. However, it has been shown that higher dimensions do increase the generalization error, although the amount is bounded.\[7\]

Some common kernels include:

- **Polynomial (homogeneous)**: \(k(x_i, x_j) = (x_i \cdot x_j)^d\)
- **Polynomial (inhomogeneous)**: \(k(x_i, x_j) = (x_i \cdot x_j + 1)^d\)
- **Gaussian radial basis function**: \(k(x_i, x_j) = \exp(-\gamma \|x_i - x_j\|^2)\), for \(\gamma > 0\). Sometimes parametrized using \(\gamma = 1/2\sigma^2\)
- **Hyperbolic tangent**: \(k(x_i, x_j) = \tanh(\kappa x_i \cdot x_j + c)\), for some (not every) \(\kappa > 0\) and \(c < 0\)

The kernel is related to the transform \(\varphi(x_i)\) by the equation \(k(x_i, x_j) = \varphi(x_i) \cdot \varphi(x_j)\). The value \(w\) is also in the transformed space, with \(w = \sum \alpha_i y_i \varphi(x_i)\). Dot products with \(w\) for classification can again be computed by the kernel trick, i.e. \(w \cdot \varphi(x) = \sum \alpha_i y_i k(x, x_i)\). However, there does not in general exist a value \(w'\) such that \(w \cdot \varphi(x) = k(w', x)\).

### 60.7 Properties

SVMs belong to a family of generalized linear classifiers and can be interpreted as an extension of the perceptron. They can also be considered a special case of Tikhonov regularization. A special property is that they simultaneously minimize the empirical classification error and maximize the geometric margin, hence they are also known as maximum margin classifiers.

A comparison of the SVM to other classifiers has been made by Meyer, Leisch and Hornik.\[8\]

#### 60.7.1 Parameter selection

The effectiveness of SVM depends on the selection of kernel, the kernel's parameters, and soft margin parameter \(C\). A common choice is a Gaussian kernel, which has a single parameter \(\gamma\). The best combination of \(C\) and \(\gamma\) is often selected by a grid search with exponentially growing sequences of \(C\) and \(\gamma\), for example, \(C \in \{2^{-5}, 2^{-3}, \ldots, 2^{13}, 2^{15}\}\); \(\gamma \in \{2^{-15}, 2^{-13}, \ldots, 2^3, 2^5\}\). Typically, each combination of parameter choices is checked using cross validation, and the parameters with best cross-validation accuracy are picked. Alternatively, recent work in Bayesian optimization can be used to select \(C\) and \(\gamma\), often requiring the evaluation of far fewer parameter combinations than grid search. The final model, which is used for testing and for classifying new data, is then trained on the whole training set using the selected parameters.\[9\]

### 60.7.2 Issues

Potential drawbacks of the SVM are the following three aspects:

- **Uncalibrated class membership probabilities**
- **The SVM is only directly applicable for two-class tasks. Therefore, algorithms that reduce the multiclass task to several binary problems have to be applied; see the multi-class SVM section.**
- **Parameters of a solved model are difficult to interpret.**

### 60.8 Extensions

#### 60.8.1 Multiclass SVM

Multiclass SVM aims to assign labels to instances by using support vector machines, where the labels are drawn from a finite set of several elements. The dominant approach for doing so is to reduce the single multiclass problem into multiple binary classification problems.\[10\] Common methods for such reduction include: \[10\][11]

- Building binary classifiers which distinguish between (i) one of the labels and the rest (one-versus-all) or (ii) between every pair of classes (one-versus-one). Classification of new instances for the one-versus-all case is done by a winner-takes-all strategy, in which the classifier with the highest output function assigns the class (it is important that the output functions be calibrated to produce comparable scores). For the one-versus-one approach, classification is done by a max-wins voting strategy, in which every classifier assigns the instance to one of the two classes, then the vote for the assigned class is increased by one vote, and finally the class with the most votes determines the instance classification.

- **Directed acyclic graph SVM (DAGSVM)**\[12\]
- **Error-correcting output codes**\[13\]

Crammer and Singer proposed a multiclass SVM method which casts the multiclass classification problem into a single optimization problem, rather than decomposing it into multiple binary classification problems.\[14\] See also Lee, Lin and Wahba.\[15\][16]

#### 60.8.2 Transductive support vector machines

Transductive support vector machines extend SVMs in that they could also treat partially labeled data in...
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semi-supervised learning by following the principles of transduction. Here, in addition to the training set $D$, the learner is also given a set

$D^* = \{x^*_i | x^*_i \in \mathbb{R}^p \}_{i=1}^k$

of test examples to be classified. Formally, a transductive support vector machine is defined by the following primal optimization problem:[17]

Minimize (in $w, b, y^*$)

$$\frac{1}{2} \|w\|^2$$

subject to (for any $i = 1, \ldots, n$ and any $j = 1, \ldots, k$)

$$y_i (w \cdot x_i - b) \geq 1,$$

$$y^*_j (w \cdot x^*_j - b) \geq 1,$$

and

$$y^*_j \in \{-1, 1\}.$$

Transductive support vector machines were introduced by Vladimir N. Vapnik in 1998.

60.8.3 Structured SVM

SVMs have been generalized to structured SVMs, where the label space is structured and of possibly infinite size.

60.8.4 Regression

A version of SVM for regression was proposed in 1996 by Vladimir N. Vapnik, Harris Drucker, Christopher J. C. Burges, Linda Kaufman and Alexander J. Smola.[18]

This method is called support vector regression (SVR). The model produced by support vector classification (as described above) depends only on a subset of the training data, because the cost function for building the model does not care about training points that lie beyond the margin. Analogously, the model produced by SVR depends only on a subset of the training data, because the cost function for building the model ignores any training data close to the model prediction. Another SVM version known as least squares support vector machine (LSSVM) has been proposed by Suykens and Vandewalle.[19]

Training the original SVR means solving[20]

$$\begin{align*}
\minimize & \|w\|^2 \\
\text{subject to} & \quad y_i (w \cdot x_i) - b \leq \epsilon \\
& \quad (w \cdot x_i) + b - y_i \leq \epsilon
\end{align*}$$

where $x_i$ is a training sample with target value $y_i$. The inner product plus intercept $(w \cdot x_i) + b$ is the prediction for that sample, and $\epsilon$ is a free parameter that serves as a threshold: all predictions have to be within an $\epsilon$ range of the true predictions. Slack variables are usually added into the above to allow for errors and to allow approximation in the case the above problem is infeasible.

60.9 Interpreting SVM models

The SVM algorithm has been widely applied in the biological and other sciences. Permutation tests based on SVM weights have been suggested as a mechanism for interpretation of SVM models.[21][22] Support vector machine weights have also been used to interpret SVM models in the past.[23] Posthoc interpretation of support vector machine models in order to identify features used by the model to make predictions is a relatively new area of research with special significance in the biological sciences.

60.10 Implementation

The parameters of the maximum-margin hyperplane are derived by solving the optimization. There exist several specialized algorithms for quickly solving the QP problem that arises from SVMs, mostly relying on heuristics for breaking the problem down into smaller, more-manageable chunks. A common method is Platt’s sequential minimal optimization (SMO) algorithm, which breaks the problem down into 2-dimensional sub-problems that may be solved analytically, eliminating the need for a numerical optimization algorithm.[24]

Another approach is to use an interior point method that uses Newton-like iterations to find a solution of the Karush–Kuhn–Tucker conditions of the primal and dual problems.[25] Instead of solving a sequence of broken down problems, this approach directly solves the problem altogether. To avoid solving a linear system involving the large kernel matrix, a low rank approximation to the matrix is often used in the kernel trick.

The special case of linear support vector machines can be solved more efficiently by the same kind of algorithms used to optimize its close cousin, logistic regression; this class of algorithms includes sub-gradient descent (e.g., PEGASOS[26]) and coordinate descent (e.g., LIBLINEAR[27]). LIBLINEAR has some attractive training time properties. Each convergence iteration takes time linear in the time taken to read the train data and the iterations also have a Q-Linear Convergence property, making the algorithm extremely fast.
The general kernel SVMs can also be solved more efficiently using sub-gradient descent (e.g. P-packSVM[28]), especially when parallelization is allowed.

Kernel SVMs are available in many machine learning toolkits, including LIBSVM, MATLAB, SVMlight, kernlab, scikit-learn, Shogun, Weka, Shark, JKernelMachines and others.

60.11 Applications

SVMs can be used to solve various real world problems:

- SVMs are helpful in text and hypertext categorization as their application can significantly reduce the need for labeled training instances in both the standard inductive and transductive settings.
- Classification of images can also be performed using SVMs. Experimental results show that SVMs achieve significantly higher search accuracy than traditional query refinement schemes after just three to four rounds of relevance feedback.
- SVMs are also useful in medical science to classify proteins with up to 90% of the compounds classified correctly.
- Hand-written characters can be recognized using SVM.

60.12 See also

- In situ adaptive tabulation
- Kernel machines
- Fisher kernel
- Platt scaling
- Polynomial kernel
- Predictive analytics
- Regularization perspectives on support vector machines
- Relevance vector machine, a probabilistic sparse kernel model identical in functional form to SVM
- Sequential minimal optimization
- Winnow (algorithm)
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60.14 External links

- [www.support-vector.net](http://www.support-vector.net) The key book about the method, “An Introduction to Support Vector Machines” with online software
- [Burges, Christopher J. C.; A Tutorial on Support Vector Machines for Pattern Recognition, Data Mining and Knowledge Discovery](http://www.kernel-machines.org) 2:121–167, 1998
- [www.kernel-machines.org](http://www.kernel-machines.org) (general information and collection of research papers)
- [videolectures.net](http://videolectures.net) (SVM-related video lectures)
- [libsvm](http://www.support-vector.net) LIBSVM is a popular library of SVM learners
- [liblinear](http://www.support-vector.net) liblinear is a library for large linear classification including some SVMs
- [Shark](http://www.kernel-machines.org) Shark is a C++ machine learning library implementing various types of SVMs
- [dlib](http://www.kernel-machines.org) dlib is a C++ library for working with kernel methods and SVMs
- [SVM light](http://www.kernel-machines.org) SVM light is a collection of software tools for learning and classification using SVM.
- [SVMJS](http://www.kernel-machines.org) live demo is a GUI demo for Javascript implementation of SVMs
- [Gesture Recognition Toolkit](http://www.kernel-machines.org) contains an easy to use wrapper for libsvm
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Chapter 61

Artificial neural network

“Neural network” redirects here. For networks of living neurons, see Biological neural network. For the journal, see Neural Networks (journal). For the evolutionary concept, see Neutral network (evolution).

An artificial neural network is an interconnected group of nodes, akin to the vast network of neurons in a brain. Here, each circular node represents an artificial neuron and an arrow represents a connection from the output of one neuron to the input of another.

In machine learning and cognitive science, artificial neural networks (ANNs) are a family of statistical learning models inspired by biological neural networks (the central nervous systems of animals, in particular the brain) and are used to estimate or approximate functions that can depend on a large number of inputs and are generally unknown. Artificial neural networks are generally presented as systems of interconnected “neurons” which send messages to each other. The connections have numeric weights that can be tuned based on experience, making neural nets adaptive to inputs and capable of learning.

For example, a neural network for handwriting recognition is defined by a set of input neurons which may be activated by the pixels of an input image. After being weighted and transformed by a function (determined by the network’s designer), the activations of these neurons are then passed on to other neurons. This process is repeated until finally, an output neuron is activated. This determines which character was read.

Like other machine learning methods - systems that learn from data - neural networks have been used to solve a wide variety of tasks that are hard to solve using ordinary rule-based programming, including computer vision and speech recognition.

61.1 Background

Examinations of humans’ central nervous systems inspired the concept of artificial neural networks. In an artificial neural network, simple artificial nodes, known as "neurons", "neurodes", "processing elements" or "units", are connected together to form a network which mimics a biological neural network.

There is no single formal definition of what an artificial neural network is. However, a class of statistical models may commonly be called “Neural” if it possesses the following characteristics:

1. contains sets of adaptive weights, i.e. numerical parameters that are tuned by a learning algorithm, and
2. capability of approximating non-linear functions of their inputs.

The adaptive weights can be thought of as connection strengths between neurons, which are activated during training and prediction.

Neural networks are similar to biological neural networks in the performing of functions collectively and in parallel by the units, rather than there being a clear delineation of subtasks to which individual units are assigned. The term “neural network” usually refers to models employed in statistics, cognitive psychology and artificial intelligence. Neural network models which emulate the central
nervous system are part of theoretical neuroscience and computational neuroscience.

In modern software implementations of artificial neural networks, the approach inspired by biology has been largely abandoned for a more practical approach based on statistics and signal processing. In some of these systems, neural networks or parts of neural networks (like artificial neurons) form components in larger systems that combine both adaptive and non-adaptive elements. While the more general approach of such systems is more suitable for real-world problem solving, it has little to do with the traditional, artificial intelligence connectionist models. What they do have in common, however, is the principle of non-linear, distributed, parallel and local processing and adaptation. Historically, the use of neural network models marked a directional shift in the late eighties from high-level (symbolic) AI, characterized by expert systems with knowledge embodied in if-then rules, to low-level (sub-symbolic) machine learning, characterized by knowledge embodied in the parameters of a dynamical system.

61.2 History

Warren McCulloch and Walter Pitts\(^\text{[1]}\) (1943) created a computational model for neural networks based on mathematics and algorithms called threshold logic. This model paved the way for neural network research to split into two distinct approaches. One approach focused on biological processes in the brain and the other focused on the application of neural networks to artificial intelligence.

In the late 1940s psychologist Donald Hebb\(^\text{[2]}\) created a hypothesis of learning based on the mechanism of neural plasticity that is now known as Hebbian learning. Hebbian learning is considered to be a ‘typical’ unsupervised learning rule and its later variants were early models for long term potentiation. Researchers started applying these ideas to computational models in 1948 with Turing’s B-type machines.

Farley and Wesley A. Clark\(^\text{[3]}\) (1954) first used computational machines, then called “calculators,” to simulate a Hebbian network at MIT. Other neural network computational machines were created by Rochester, Holland, Habib, and Duda\(^\text{[4]}\) (1956).

Frank Rosenblatt\(^\text{[5]}\) (1958) created the perceptron, an algorithm for pattern recognition based on a two-layer computer learning network using simple addition and subtraction. With mathematical notation, Rosenblatt also described circuitry not in the basic perceptron, such as the exclusive-or circuit, a circuit whose mathematical computation could not be processed until after the backpropagation algorithm was created by Paul Werbos\(^\text{[6]}\) (1975).

Neural network research stagnated after the publication of machine learning research by Marvin Minsky and Seymour Papert\(^\text{[7]}\) (1969), who discovered two key issues with the computational machines that processed neural networks. The first was that single-layer neural networks were incapable of processing the exclusive-or circuit. The second significant issue was that computers didn’t have enough processing power to effectively handle the long run time required by large neural networks. Neural network research slowed until computers achieved greater processing power. Another key advance that came later was the backpropagation algorithm which effectively solved the exclusive-or problem (Werbos 1975).\(^\text{[6]}\)

The parallel distributed processing of the mid-1980s became popular under the name connectionism. The textbook by David E. Rumelhart and James McClelland\(^\text{[8]}\) (1986) provided a full exposition of the use of connectionism in computers to simulate neural processes.

Neural networks, as used in artificial intelligence, have traditionally been viewed as simplified models of neural processing in the brain, even though the relation between this model and the biological architecture of the brain is debated; it’s not clear to what degree artificial neural networks mirror brain function.\(^\text{[9]}\)

Support vector machines and other, much simpler methods such as linear classifiers gradually overtook neural networks in machine learning popularity. But the advent of deep learning in the late 2000s sparked renewed interest in neural nets.

61.2.1 Improvements since 2006

Computational devices have been created in CMOS, for both biophysical simulation and neuromorphic computing. More recent efforts show promise for creating nanodevices\(^\text{[10]}\) for very large scale principal components analyses and convolution. If successful, these efforts could usher in a new era of neural computing\(^\text{[11]}\) that is a step beyond digital computing, because it depends on learning rather than programming and because it is fundamentally analog rather than digital even though the first instantiations may in fact be with CMOS digital devices.

Between 2009 and 2012, the recurrent neural networks and deep feedforward neural networks developed in the research group of Jürgen Schmidhuber at the Swiss AI Lab IDSIA have won eight international competitions in pattern recognition and machine learning.\(^\text{[12]}\)\(^\text{[13]}\) For example, the bi-directional and multi-dimensional long short term memory (LSTM)\(^\text{[14]}\)\(^\text{[15]}\)\(^\text{[16]}\)\(^\text{[17]}\) of Alex Graves et al. won three competitions in connected handwriting recognition at the 2009 International Conference on Document Analysis and Recognition (ICDAR), without any prior knowledge about the three different languages to be learned.

Fast GPU-based implementations of this approach by
Dan Ciresan and colleagues at IDSIA have won several pattern recognition contests, including the IJCNN 2011 Traffic Sign Recognition Competition,[18][19] the ISBI 2012 Segmentation of Neuronal Structures in Electron Microscopy Stacks challenge,[20] and others. Their neural networks also were the first artificial pattern recognizers to achieve human-competitive or even superhuman performance[21] on important benchmarks such as traffic sign recognition (IJCNN 2012), or the MNIST handwritten digits problem of Yann LeCun at NYU.

Deep, highly nonlinear neural architectures similar to the 1980 neocognitron by Kunihiko Fukushima[22] and the “standard architecture of vision”,[23] inspired by the simple and complex cells identified by David H. Hubel and Torsten Wiesel in the primary visual cortex, can also be pre-trained by unsupervised methods[24][25] of Geoff Hinton’s lab at University of Toronto.[26][27] A team from this lab won a 2012 contest sponsored by Merck to design software to help find molecules that might lead to new drugs.[28]

61.3 Models

Neural network models in artificial intelligence are usually referred to as artificial neural networks (ANNs); these are essentially simple mathematical models defining a function \( f : X \rightarrow Y \) or a distribution over \( X \) or both \( X \) and \( Y \), but sometimes models are also intimately associated with a particular learning algorithm or learning rule. A common use of the phrase “ANN model” is really the definition of a class of such functions (where members of the class are obtained by varying parameters, connection weights, or specifics of the architecture such as the number of neurons or their connectivity).

61.3.1 Network function

See also: Graphical models

The word network in the term ‘artificial neural network’ refers to the inter-connections between the neurons in the different layers of each system. An example system has three layers. The first layer has input neurons which send data via synapses to the second layer of neurons, and then via more synapses to the third layer of output neurons. More complex systems will have more layers of neurons, some having increased layers of input neurons and output neurons. The synapses store parameters called “weights” that manipulate the data in the calculations.

An ANN is typically defined by three types of parameters:

1. The interconnection pattern between the different layers of neurons
2. The learning process for updating the weights of the interconnections
3. The activation function that converts a neuron’s weighted input to its output activation.

Mathematically, a neuron’s network function \( f(x) \) is defined as a composition of other functions \( g_i(x) \), which can further be defined as a composition of other functions. This can be conveniently represented as a network structure, with arrows depicting the dependencies between variables. A widely used type of composition is the nonlinear weighted sum, where \( f(x) = K(\sum_i w_i g_i(x)) \), where \( K \) (commonly referred to as the activation function[29]) is some predefined function, such as the hyperbolic tangent. It will be convenient for the following to refer to a collection of functions \( g_i \), as simply a vector \( g = (g_1, g_2, \ldots, g_n) \).

![ANN dependency graph](image)

This figure depicts such a decomposition of \( f \), with dependencies between variables indicated by arrows. These can be interpreted in two ways.

The first view is the functional view: the input \( x \) is transformed into a 3-dimensional vector \( h \), which is then transformed into a 2-dimensional vector \( g \), which is finally transformed into \( f \). This view is most commonly encountered in the context of optimization.

The second view is the probabilistic view: the random variable \( F = f(G) \) depends upon the random variable \( G = g(H) \), which depends upon \( H = h(X) \), which depends upon the random variable \( X \). This view is most commonly encountered in the context of graphical models.

The two views are largely equivalent. In either case, for this particular network architecture, the components of individual layers are independent of each other (e.g., the components of \( g \) are independent of each other given their input \( h \)). This naturally enables a degree of parallelism in the implementation.

Networks such as the previous one are commonly called feedforward, because their graph is a directed acyclic graph. Networks with cycles are commonly called recurrent. Such networks are commonly depicted in the
When \( N \to \infty \) some form of online machine learning must be used, where the cost is partially minimized as each new example is seen. While online machine learning is often used when \( D \) is fixed, it is most useful in the case where the distribution changes slowly over time. In neural network methods, some form of online machine learning is frequently used for finite datasets.

See also: Mathematical optimization, Estimation theory and Machine learning

### 61.3.3 Learning paradigms

There are three major learning paradigms, each corresponding to a particular abstract learning task. These are supervised learning, unsupervised learning and reinforcement learning.

#### Supervised learning

In supervised learning, we are given a set of example pairs \((x, y), x \in X, y \in Y\) and the aim is to find a function \( f : X \to Y\) in the allowed class of functions that matches the examples. In other words, we wish to infer the mapping implied by the data; the cost function is related to the mismatch between our mapping and the data and it implicitly contains prior knowledge about the problem domain.

A commonly used cost is the mean-squared error, which tries to minimize the average squared error between the network’s output, \( f(x)\), and the target value \( y \) over all the example pairs. When one tries to minimize this cost using gradient descent for the class of neural networks called multilayer perceptrons, one obtains the common and well-known backpropagation algorithm for training neural networks.

Tasks that fall within the paradigm of supervised learning are pattern recognition (also known as classification) and regression (also known as function approximation). The supervised learning paradigm is also applicable to sequential data (e.g., for speech and gesture recognition).

This can be thought of as learning with a “teacher”, in the
form of a function that provides continuous feedback on the quality of solutions obtained thus far.

**Unsupervised learning**

In unsupervised learning, some data \( x \) is given and the cost function to be minimized, that can be any function of the data \( x \) and the network’s output, \( f \).

The cost function is dependent on the task (what we are trying to model) and our \textit{a priori} assumptions (the implicit properties of our model, its parameters and the observed variables).

As a trivial example, consider the model \( f(x) = a \) where \( a \) is a constant and the cost \( C = E[(x - f(x))^2] \). Minimizing this cost will give us a value of \( a \) that is equal to the mean of the data. The cost function can be much more complicated. Its form depends on the application: for example, in compression it could be related to the mutual information between \( x \) and \( f(x) \), whereas in statistical modeling, it could be related to the posterior probability of the model given the data (note that in both of those examples those quantities would be maximized rather than minimized).

Tasks that fall within the paradigm of unsupervised learning are in general estimation problems; the applications include clustering, the estimation of statistical distributions, compression and filtering.

**Reinforcement learning**

In reinforcement learning, data \( x \) are usually not given, but generated by an agent’s interactions with the environment. At each point in time \( t \), the agent performs an action \( y_t \) and the environment generates an observation \( x_t \) and an instantaneous cost \( c_t \), according to some (usually unknown) dynamics. The aim is to discover a \textit{policy} for selecting actions that minimizes some measure of a long-term cost, e.g., the expected cumulative cost. The environment’s dynamics and the long-term cost for each policy are usually unknown, but can be estimated.

More formally the environment is modeled as a Markov decision process (MDP) with states \( s_1, \ldots, s_n \in S \) and actions \( a_1, \ldots, a_m \in A \) with the following probability distributions: the instantaneous cost distribution \( P(c_t | s_t) \), the observation distribution \( P(x_t | s_t) \) and the transition \( P(s_{t+1} | s_t, a_t) \), while a policy is defined as the conditional distribution over actions given the observations. Taken together, the two then define a Markov chain (MC). The aim is to discover the policy (i.e., the MC) that minimizes the cost.

ANNs are frequently used in reinforcement learning as part of the overall algorithm \cite{36}

Dynamic programming has been coupled with ANNs (Neuro dynamic programming) by Bertsekas and Tsitsiklis \cite{37} and applied to multi-dimensional nonlinear problems such as those involved in vehicle routing \cite{38}

natural resources management \cite{39,40} or medicine \cite{41} because of the ability of ANNs to mitigate losses of accuracy even when reducing the discretization grid density for numerically approximating the solution of the original control problems.

Tasks that fall within the paradigm of reinforcement learning are control problems, games and other sequential decision making tasks.

See also: dynamic programming and stochastic control

### 61.3.4 Learning algorithms

Training a neural network model essentially means selecting one model from the set of allowed models (or, in a Bayesian framework, determining a distribution over the set of allowed models) that minimizes the cost criterion. There are numerous algorithms available for training neural network models; most of them can be viewed as a straightforward application of optimization theory and statistical estimation.

Most of the algorithms used in training artificial neural networks employ some form of gradient descent, using backpropagation to compute the actual gradients. This is done by simply taking the derivative of the cost function with respect to the network parameters and then changing those parameters in a gradient-related direction. The backpropagation training algorithms are usually classified into three categories: steepest descent (with variable learning rate, with variable learning rate and momentum, resilient backpropagation), quasi-Newton (Broyden-Fletcher-Goldfarb-Shanno, one step secant, Levenberg-Marquardt) and conjugate gradient (Fletcher-Reeves update, Polak-Ribiére update, Powell-Beale restart, scaled conjugate gradient). \cite{42}

Evolutionary methods, \cite{43} gene expression programming, \cite{44} simulated annealing, \cite{45} expectation-maximization, non-parametric methods and particle swarm optimization \cite{46} are some commonly used methods for training neural networks.

See also: machine learning

### 61.4 Employing artificial neural networks

Perhaps the greatest advantage of ANNs is their ability to be used as an arbitrary function approximation mechanism that ‘learns’ from observed data. However, using them is not so straightforward, and a relatively good understanding of the underlying theory is essential.

- **Choice of model:** This will depend on the data rep-
representation and the application. Overly complex models tend to lead to problems with learning.

- Learning algorithm: There are numerous trade-offs between learning algorithms. Almost any algorithm will work well with the correct hyperparameters for training on a particular fixed data set. However, selecting and tuning an algorithm for training on unseen data requires a significant amount of experimentation.

- Robustness: If the model, cost function and learning algorithm are selected appropriately the resulting ANN can be extremely robust.

With the correct implementation, ANNs can be used naturally in online learning and large data set applications. Their simple implementation and the existence of mostly local dependencies exhibited in the structure allows for fast, parallel implementations in hardware.

61.5 Applications

The utility of artificial neural network models lies in the fact that they can be used to infer a function from observations. This is particularly useful in applications where the complexity of the data or task makes the design of such a function by hand impractical.

61.5.1 Real-life applications

The tasks artificial neural networks are applied to tend to fall within the following broad categories:

- Function approximation, or regression analysis, including time series prediction, fitness approximation and modeling.
- Classification, including pattern and sequence recognition, novelty detection and sequential decision making.
- Data processing, including filtering, clustering, blind source separation and compression.
- Robotics, including directing manipulators, prosthesis.
- Control, including Computer numerical control.

Application areas include the system identification and control (vehicle control, process control, natural resources management), quantum chemistry, game-playing and decision making (backgammon, chess, poker), pattern recognition (radar systems, face identification, object recognition and more), sequence recognition (gesture, speech, handwritten text recognition), medical diagnosis, financial applications (e.g. automated trading systems), data mining (or knowledge discovery in databases, "KDD"), visualization and e-mail spam filtering.

Artificial neural networks have also been used to diagnose several cancers. An ANN based hybrid lung cancer detection system named HLND improves the accuracy of diagnosis and the speed of lung cancer radiology.[43] These networks have also been used to diagnose prostate cancer. The diagnoses can be used to make specific models taken from a large group of patients compared to information of one given patient. The models do not depend on assumptions about correlations of different variables. Colorectal cancer has also been predicted using the neural networks. Neural networks could predict the outcome for a patient with colorectal cancer with more accuracy than the current clinical methods. After training, the networks could predict multiple patient outcomes from unrelated institutions.[44]

61.5.2 Neural networks and neuroscience

Theoretical and computational neuroscience is the field concerned with the theoretical analysis and the computational modeling of biological neural systems. Since neural systems are intimately related to cognitive processes and behavior, the field is closely related to cognitive and behavioral modeling.

The aim of the field is to create models of biological neural systems in order to understand how biological systems work. To gain this understanding, neuroscientists strive to make a link between observed biological processes (data), biologically plausible mechanisms for neural processing and learning (biological neural network models) and theory (statistical learning theory and information theory).

Types of models

Many models are used in the field, defined at different levels of abstraction and modeling different aspects of neural systems. They range from models of the short-term behavior of individual neurons (e.g. [45]), models of how the dynamics of neural circuitry arise from interactions between individual neurons and finally to models of how behavior can arise from abstract neural modules that represent complete subsystems. These include models of the long-term, and short-term plasticity, of neural systems and their relations to learning and memory from the individual neuron to the system level.

Memory networks

Integrating external memory components with artificial neural networks has a long history dating back to
early research in distributed representations \[46\] and self-organizing maps. E.g. in sparse distributed memory the patterns encoded by neural networks are used as memory addresses for content-addressable memory, with “neurons” essentially serving as address encoders and decoders.

More recently deep learning was shown to be useful in semantic hashing\[47\] where a deep graphical model the word-count vectors\[48\] obtained from a large set of documents. Documents are mapped to memory addresses in such a way that semantically similar documents are located at nearby addresses. Documents similar to a query document can then be found by simply accessing all the addresses that differ by only a few bits from the address of the query document.

Neural Turing Machines\[49\] developed by Google DeepMind extend the capabilities of deep neural networks by coupling them to external memory resources, which they can interact with by attentional processes. The combined system is analogous to a Turing Machine but is differentiable end-to-end, allowing it to be efficiently trained with gradient descent. Preliminary results demonstrate that Neural Turing Machines can infer simple algorithms such as copying, sorting, and associative recall from input and output examples.

Memory Networks\[50\] is another extension to neural networks incorporating long-term memory which was developed by Facebook research. The long-term memory can be read and written to, with the goal of using it for prediction. These models have been applied in the context of question answering (QA) where the long-term memory effectively acts as a (dynamic) knowledge base, and the output is a textual response.

61.6 Neural network software

Main article: Neural network software

Neural network software is used to simulate, research, develop and apply artificial neural networks, biological neural networks and, in some cases, a wider array of adaptive systems.

61.7 Types of artificial neural networks

Main article: Types of artificial neural networks

Artificial neural network types vary from those with only one or two layers of single direction logic, to complicated multi-input many directional feedback loops and layers. On the whole, these systems use algorithms in their programming to determine control and organization of their functions. Most systems use “weights” to change the parameters of the throughput and the varying connections to the neurons. Artificial neural networks can be autonomous and learn by input from outside “teachers” or even self-teaching from written-in rules.

61.8 Theoretical properties

61.8.1 Computational power

The multi-layer perceptron (MLP) is a universal function approximator, as proven by the universal approximation theorem. However, the proof is not constructive regarding the number of neurons required or the settings of the weights.

Work by Hava Siegelmann and Eduardo D. Sontag has provided a proof that a specific recurrent architecture with rational valued weights (as opposed to full precision real number-valued weights) has the full power of a Universal Turing Machine\[51\] using a finite number of neurons and standard linear connections. Further, it has been shown that the use of irrational values for weights results in a machine with super-Turing power.\[52\]

61.8.2 Capacity

Artificial neural network models have a property called 'capacity', which roughly corresponds to their ability to model any given function. It is related to the amount of information that can be stored in the network and to the notion of complexity.

61.8.3 Convergence

Nothing can be said in general about convergence since it depends on a number of factors. Firstly, there may exist many local minima. This depends on the cost function and the model. Secondly, the optimization method used might not be guaranteed to converge when far away from a local minimum. Thirdly, for a very large amount of data or parameters, some methods become impractical. In general, it has been found that theoretical guarantees regarding convergence are an unreliable guide to practical application.

61.8.4 Generalization and statistics

In applications where the goal is to create a system that generalizes well in unseen examples, the problem of overtraining has emerged. This arises in convoluted or over-specified systems when the capacity of the network significantly exceeds the needed free parameters. There are two schools of thought for avoiding this problem: The first is to use cross-validation and similar techniques
to check for the presence of overtraining and optimally select hyperparameters such as to minimize the generalization error. The second is to use some form of regularization. This is a concept that emerges naturally in a probabilistic (Bayesian) framework, where the regularization can be performed by selecting a larger prior probability over simpler models; but also in statistical learning theory, where the goal is to minimize over two quantities: the ‘empirical risk’ and the ‘structural risk’, which roughly corresponds to the error over the training set and the predicted error in unseen data due to overfitting.

Confidence analysis of a neural network

Supervised neural networks that use a mean squared error (MSE) cost function can use formal statistical methods to determine the confidence of the trained model. The MSE on a validation set can be used as an estimate for variance. This value can then be used to calculate the confidence interval of the output of the network, assuming a normal distribution. A confidence analysis made this way is statistically valid as long as the output probability distribution stays the same and the network is not modified.

By assigning a softmax activation function, a generalization of the logistic function, on the output layer of the neural network (or a softmax component in a component-based neural network) for categorical target variables, the outputs can be interpreted as posterior probabilities. This is very useful in classification as it gives a certainty measure on classifications.

The softmax activation function is:

$$y_i = \frac{e^{x_i}}{\sum_{j=1}^{n} e^{x_j}}$$

61.9 Controversies

61.9.1 Training issues

A common criticism of neural networks, particularly in robotics, is that they require a large diversity of training for real-world operation. This is not surprising, since any learning machine needs sufficient representative examples in order to capture the underlying structure that allows it to generalize to new cases. Dean Pomerleau, in his research presented in the paper “Knowledge-based Training of Artificial Neural Networks for Autonomous Robot Driving,” uses a neural network to train a robotic vehicle to drive on multiple types of roads (single lane, multi-lane, dirt, etc.). A large amount of his research is devoted to (1) extrapolating multiple training scenarios from a single training experience, and (2) preserving past training diversity so that the system does not become overtrained (if, for example, it is presented with a series of right turns – it should not learn to always turn right). These issues are common in neural networks that must decide from amongst a wide variety of responses, but can be dealt with in several ways, for example by randomly shuffling the training examples, by using a numerical optimization algorithm that does not take too large steps when changing the network connections following an example, or by grouping examples in so-called mini-batches.

A. K. Dewdney, a former Scientific American columnist, wrote in 1997, “Although neural nets do solve a few toy problems, their powers of computation are so limited that I am surprised anyone takes them seriously as a general problem-solving tool.” (Dewdney, p. 82)

61.9.2 Hardware issues

To implement large and effective software neural networks, considerable processing and storage resources need to be committed. While the brain has hardware tailored to the task of processing signals through a graph of neurons, simulating even a most simplified form on Von Neumann technology may compel a neural network designer to fill many millions of database rows for its connections – which can consume vast amounts of computer memory and hard disk space. Furthermore, the designer of neural network systems will often need to simulate the transmission of signals through many of these connections and their associated neurons – which must often be matched with incredible amounts of CPU processing power and time. While neural networks often yield effective programs, they too often do so at the cost of efficiency (they tend to consume considerable amounts of time and money).

Computing power continues to grow roughly according to Moore’s Law, which may provide sufficient resources to accomplish new tasks. Neuromorphic engineering addresses the hardware difficulty directly, by constructing non-Von-Neumann chips with circuits designed to implement neural nets from the ground up.
61.9.3 Practical counterexamples to criticisms

Arguments against Dewdney's position are that neural networks have been successfully used to solve many complex and diverse tasks, ranging from autonomously flying aircraft\[^{53}\] to detecting credit card fraud.\[^{53}\]

Technology writer Roger Bridgman commented on Dewdney's statements about neural nets:

Neural networks, for instance, are in the dock not only because they have been hyped to high heaven, (what hasn’t?) but also because you could create a successful net without understanding how it worked: the bunch of numbers that captures its behaviour would in all probability be “an opaque, unreadable table...valueless as a scientific resource”.

In spite of his emphatic declaration that science is not technology, Dewdney seems here to pillory neural nets as bad science when most of those devising them are just trying to be good engineers. An unreadable table that a useful machine could read would still be well worth having.\[^{54}\]

Although it is true that analyzing what has been learned by an artificial neural network is difficult, it is much easier to do so than to analyze what has been learned by a biological neural network. Furthermore, researchers involved in exploring learning algorithms for neural networks are gradually uncovering generic principles which allow a learning machine to be successful. For example, Bengio and LeCun (2007) wrote an article regarding local vs non-local learning, as well as shallow vs deep architecture.\[^{55}\]

61.9.4 Hybrid approaches

Some other criticisms come from advocates of hybrid models (combining neural networks and symbolic approaches), who believe that the intermix of these two approaches can better capture the mechanisms of the human mind.\[^{56}\][^57]\n
61.10 Gallery

- A single-layer feedforward artificial neural network. Arrows originating from are omitted for clarity. There are p inputs to this network and q outputs. In this system, the value of the qth output, would be calculated as

- A two-layer feedforward artificial neural network.
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Deep learning

For deep versus shallow learning in educational psychology, see Student approaches to learning

**Deep learning (deep machine learning, or deep structured learning, or hierarchical learning, or sometimes DL) is a branch of machine learning based on a set of algorithms that attempt to model high-level abstractions in data by using model architectures, with complex structures or otherwise, composed of multiple non-linear transformations.**

Deep learning is part of a broader family of machine learning methods based on learning representations of data. An observation (e.g., an image) can be represented in many ways such as a vector of intensity values per pixel, or in a more abstract way as a set of edges, regions of particular shape, etc. Some representations make it easier to learn tasks (e.g., face recognition or facial expression recognition) from examples. One of the promises of deep learning is replacing handcrafted features with efficient algorithms for unsupervised or semi-supervised feature learning and hierarchical feature extraction.

Research in this area attempts to make better representations and create models to learn these representations from large-scale unlabeled data. Some of the representations are inspired by advances in neuroscience and are loosely based on interpretation of information processing and communication patterns in a nervous system, such as neural coding which attempts to define a relationship between the stimulus and the neuronal responses and the relationship among the electrical activity of the neurons in the brain.

Various deep learning architectures such as deep neural networks, convolutional deep neural networks, deep belief networks and recurrent neural networks have been applied to fields like computer vision, automatic speech recognition, natural language processing, audio recognition and bioinformatics where they have been shown to produce state-of-the-art results on various tasks.

Alternatively, deep learning has been characterized as a buzzword, or a rebranding of neural networks.

### 62.1 Introduction

#### 62.1.1 Definitions

There are a number of ways that the field of deep learning has been characterized. Deep learning is a class of machine learning algorithms that

- use a cascade of many layers of nonlinear processing units for feature extraction and transformation. Each successive layer uses the output from the previous layer as input. The algorithms may be supervised or unsupervised and applications include pattern analysis (unsupervised) and classification (supervised).
- are based on the (unsupervised) learning of multiple levels of features or representations of the data. Higher level features are derived from lower level features to form a hierarchical representation.
- are part of the broader machine learning field of learning representations of data.
- learn multiple levels of representations that correspond to different levels of abstraction; the levels form a hierarchy of concepts.

These definitions have in common (1) multiple layers of nonlinear processing units and (2) the supervised or unsupervised learning of feature representations in each layer, with the layers forming a hierarchy from low-level to high-level features. The composition of a layer of nonlinear processing units used in a deep learning algorithm depends on the problem to be solved. Layers that have been used in deep learning include hidden layers of an artificial neural network and sets of complicated propositional formulas. They may also include latent variables organized layer-wise in deep generative models such as the nodes in Deep Belief Networks and Deep Boltzmann Machines.

Deep learning algorithms are contrasted with shallow learning algorithms by the number of parameterized transformations a signal encounters as it propagates from the input layer to the output layer, where a parameterized
Many deep learning algorithms are framed as unsupervised learning problems. Because of this, these algorithms can make use of the unlabeled data that supervised algorithms cannot. Unlabeled data is usually more abundant than labeled data, making this an important benefit of these algorithms. The deep belief network is an example of a deep structure that can be trained in an unsupervised manner.\footnote{Yann LeCun et al. were able to apply the standard backpropagation algorithm, which had been around since 1974,\footnote{Sepp Hochreiter analyzed in 1991 by Schmidhuber considers CAP > 10 to be very deep learning.} to a deep neural network with the purpose of recognizing handwritten ZIP codes on mail. Despite the success of applying the algorithm, the time to train the network on this dataset was approximately 3 days, making it impractical for general use.\footnote{Many factors contribute to the slow speed, one being due to the so-called vanishing gradient problem analyzed in 1991 by Sepp Hochreiter.}\footnote{While such neural networks by 1991 were used for recognizing isolated 2-D hand-written digits, 3-D object recognition by 1991 used a 3-D model-based approach – matching 2-D images with a handcrafted 3-D object model. Juyang Weng et al., proposed that a human brain does not use a monolithic 3-D object model and in 1992 they published Cresceptron,\footnote{A method for performing 3-D object recognition directly from cluttered scenes. Cresceptron is a cascade of many layers similar to Neocognitron. But unlike Neocognitron which required the human programmer to hand-merge features, Cresceptron fully automatically learned an open number of unsupervised features in each layer of the cascade where each feature is represented by a convolution kernel. In addition, Cresceptron also segmented each learned object from a cluttered scene through back-analysis through the network. Max-pooling, now often adopted by deep neural networks (e.g., ImageNet tests), was first used in Cresceptron to reduce the position resolution by a factor of (2x2) to 1 through the cascade for better generalization. Because of a great lack of understanding how the brain autonomously wire its biological networks and the computational cost by ANNs then, simpler models that use task-specific handcrafted features such as Gabor filter and support vector machines (SVMs) were of popular choice of the field in the 1990s and 2000s.} a few of these algorithms. The deep belief network is an example of a deep structure that can be trained in an unsupervised manner.}

62.2 History

Deep learning architectures, specifically those built from artificial neural networks (ANN), date back at least to the Neocognitron introduced by Kunihiko Fukushima in 1980.\footnote{The ANNs themselves date back even further. In 1989, Yann LeCun et al. were able to apply the standard backpropagation algorithm, which had been around since 1974, to a deep neural network with the purpose of recognizing handwritten ZIP codes on mail. Despite the success of applying the algorithm, the time to train the network on this dataset was approximately 3 days, making it impractical for general use.\footnote{Many factors contribute to the slow speed, one being due to the so-called vanishing gradient problem analyzed in 1991 by Sepp Hochreiter.\footnote{While such neural networks by 1991 were used for recognizing isolated 2-D hand-written digits, 3-D object recognition by 1991 used a 3-D model-based approach – matching 2-D images with a handcrafted 3-D object model. Juyang Weng et al., proposed that a human brain does not use a monolithic 3-D object model and in 1992 they published Cresceptron,\footnote{A method for performing 3-D object recognition directly from cluttered scenes. Cresceptron is a cascade of many layers similar to Neocognitron. But unlike Neocognitron which required the human programmer to hand-merge features, Cresceptron fully automatically learned an open number of unsupervised features in each layer of the cascade where each feature is represented by a convolution kernel. In addition, Cresceptron also segmented each learned object from a cluttered scene through back-analysis through the network. Max-pooling, now often adopted by deep neural networks (e.g., ImageNet tests), was first used in Cresceptron to reduce the position resolution by a factor of (2x2) to 1 through the cascade for better generalization. Because of a great lack of understanding how the brain autonomously wire its biological networks and the computational cost by ANNs then, simpler models that use task-specific handcrafted features such as Gabor filter and support vector machines (SVMs) were of popular choice of the field in the 1990s and 2000s.}}. 1980. The ANNs themselves date back even further. In 1989, Yann LeCun et al. were able to apply the standard backpropagation algorithm, which had been around since 1974, to a deep neural network with the purpose of recognizing handwritten ZIP codes on mail. Despite the success of applying the algorithm, the time to train the network on this dataset was approximately 3 days, making it impractical for general use.\footnote{Many factors contribute to the slow speed, one being due to the so-called vanishing gradient problem analyzed in 1991 by Sepp Hochreiter.\footnote{While such neural networks by 1991 were used for recognizing isolated 2-D hand-written digits, 3-D object recognition by 1991 used a 3-D model-based approach – matching 2-D images with a handcrafted 3-D object model. Juyang Weng et al., proposed that a human brain does not use a monolithic 3-D object model and in 1992 they published Cresceptron,\footnote{A method for performing 3-D object recognition directly from cluttered scenes. Cresceptron is a cascade of many layers similar to Neocognitron. But unlike Neocognitron which required the human programmer to hand-merge features, Cresceptron fully automatically learned an open number of unsupervised features in each layer of the cascade where each feature is represented by a convolution kernel. In addition, Cresceptron also segmented each learned object from a cluttered scene through back-analysis through the network. Max-pooling, now often adopted by deep neural networks (e.g., ImageNet tests), was first used in Cresceptron to reduce the position resolution by a factor of (2x2) to 1 through the cascade for better generalization. Because of a great lack of understanding how the brain autonomously wire its biological networks and the computational cost by ANNs then, simpler models that use task-specific handcrafted features such as Gabor filter and support vector machines (SVMs) were of popular choice of the field in the 1990s and 2000s.}} \footnote{While such neural networks by 1991 were used for recognizing isolated 2-D hand-written digits, 3-D object recognition by 1991 used a 3-D model-based approach – matching 2-D images with a handcrafted 3-D object model. Juyang Weng et al., proposed that a human brain does not use a monolithic 3-D object model and in 1992 they published Cresceptron,\footnote{A method for performing 3-D object recognition directly from cluttered scenes. Cresceptron is a cascade of many layers similar to Neocognitron. But unlike Neocognitron which required the human programmer to hand-merge features, Cresceptron fully automatically learned an open number of unsupervised features in each layer of the cascade where each feature is represented by a convolution kernel. In addition, Cresceptron also segmented each learned object from a cluttered scene through back-analysis through the network. Max-pooling, now often adopted by deep neural networks (e.g., ImageNet tests), was first used in Cresceptron to reduce the position resolution by a factor of (2x2) to 1 through the cascade for better generalization. Because of a great lack of understanding how the brain autonomously wire its biological networks and the computational cost by ANNs then, simpler models that use task-specific handcrafted features such as Gabor filter and support vector machines (SVMs) were of popular choice of the field in the 1990s and 2000s.}}\footnote{While such neural networks by 1991 were used for recognizing isolated 2-D hand-written digits, 3-D object recognition by 1991 used a 3-D model-based approach – matching 2-D images with a handcrafted 3-D object model. Juyang Weng et al., proposed that a human brain does not use a monolithic 3-D object model and in 1992 they published Cresceptron,\footnote{A method for performing 3-D object recognition directly from cluttered scenes. Cresceptron is a cascade of many layers similar to Neocognitron. But unlike Neocognitron which required the human programmer to hand-merge features, Cresceptron fully automatically learned an open number of unsupervised features in each layer of the cascade where each feature is represented by a convolution kernel. In addition, Cresceptron also segmented each learned object from a cluttered scene through back-analysis through the network. Max-pooling, now often adopted by deep neural networks (e.g., ImageNet tests), was first used in Cresceptron to reduce the position resolution by a factor of (2x2) to 1 through the cascade for better generalization. Because of a great lack of understanding how the brain autonomously wire its biological networks and the computational cost by ANNs then, simpler models that use task-specific handcrafted features such as Gabor filter and support vector machines (SVMs) were of popular choice of the field in the 1990s and 2000s.}}.}
Markov model (GMM-HMM) technology based on generative models of speech trained discriminatively. A number of key difficulties had been methodologically analyzed, including gradient diminishing and weak temporal correlation structure in the neural predictive models. All these difficulties were in addition to the lack of big training data and big computing power in these early days. Most speech recognition researchers who understood such barriers hence subsequently moved away from neural nets to pursue generative modeling approaches until the recent resurgence of deep learning that has overcome all these difficulties. Hinton et al. and Deng et al. reviewed part of this recent history about how their collaboration with each other and then with cross-group colleagues ignited the renaissance of neural networks and initiated deep learning research and applications in speech recognition.

The term “deep learning” gained traction in the mid-2000s after a publication by Geoffrey Hinton and Ruslan Salakhutdinov showed how a many-layered feedforward neural network could be effectively pre-trained one layer at a time, treating each layer in turn as an unsupervised restricted Boltzmann machine, then using supervised backpropagation for fine-tuning. In 1992, Schmidhuber had already implemented a very similar idea for the more general case of unsupervised deep hierarchies of recurrent neural networks, and also experimentally shown its benefits for speeding up supervised learning. Since the resurgence of deep learning, it has become part of many state-of-the-art systems in different disciplines, particularly that of computer vision and automatic speech recognition (ASR). Results on commonly used evaluation sets such as TIMIT (ASR) and MNIST (image classification) as well as a range of large vocabulary speech recognition tasks are constantly being improved with new applications of deep learning. Currently, it has been shown that deep learning architectures in the form of convolutional neural networks have been nearly best performing; however, these are more widely used in computer vision than in ASR.

The real impact of deep learning in industry started in large-scale speech recognition around 2010. In late 2009, Geoff Hinton was invited by Li Deng to work with him and colleagues at Microsoft Research in Redmond to apply deep learning to speech recognition. They co-organized the 2009 NIPS Workshop on Deep Learning for Speech Recognition. The workshop was motivated by the limitations of deep generative models of speech, and the possibility that the big-compute, big-data era warranted a serious try of the deep neural net (DNN) approach. It was then (incorrectly) believed that pre-training of DNNs using generative models of deep belief net (DBN) would be the cure for the main difficulties of neural nets encountered during 1990’s. However, soon after the research along this direction started at Microsoft Research, it was discovered that when large amounts of training data are used and especially when DNNs are designed correspondingly with large, context-dependent output layers, dramatic error reduction occurred over the then-state-of-the-art GMM-HMM and more advanced generative model-based speech recognition systems without the need for generative DBN pre-training, the finding verified subsequently by several other major speech recognition research groups. Further, the nature of recognition errors produced by the two types of systems was found to be characteristically different, offering technical insights into how to artfully integrate deep learning into the existing highly efficient, run-time speech decoding system deployed by all major players in speech recognition industry. The history of this significant development in deep learning has been described and analyzed in recent books.

Advances in hardware have also been an important enabling factor for the renewed interest of deep learning. In particular, powerful graphics processing units (GPUs) are highly suited for the kind of number crunching, matrix/vector math involved in machine learning. GPUs have been shown to speed up training algorithms by orders of magnitude, bringing running times of weeks back to days.

### 62.3 Deep learning in artificial neural networks

Some of the most successful deep learning methods involve artificial neural networks. Artificial neural networks are inspired by the 1959 biological model proposed by Nobel laureates David H. Hubel & Torsten Wiesel, who found two types of cells in the primary visual cortex: simple cells and complex cells. Many artificial neural networks can be viewed as cascading models of cell types inspired by these biological observations.


An obvious need for recognizing general 3-D objects is least shift invariance and tolerance to deformation. Max-pooling appeared to be first proposed by Cresceneron to enable the network to tolerate small-to-large deformation in a hierarchical way while using convolution. Max-pooling helps, but still does not fully guarantee, shift-invariance at the pixel level.

With the advent of the back-propagation algorithm in the 1970s, many researchers tried to train supervised deep artificial neural networks from scratch, initially with little
success. Sepp Hochreiter's diploma thesis of 1991 [42],[43] formally identified the reason for this failure in the “vanishing gradient problem,” which not only affects many-layered feedforward networks, but also recurrent neural networks. The latter are trained by unfolding them into very deep feedforward networks, where a new layer is created for each time step of an input sequence processed by the network. As errors propagate from layer to layer, they shrink exponentially with the number of layers.

To overcome this problem, several methods were proposed. One is Jürgen Schmidhuber’s multi-level hierarchy of networks (1992) pre-trained one level at a time through unsupervised learning, fine-tuned through backpropagation. [29] Here each level learns a compressed representation of the observations that is fed to the next level.

Another method is the long short term memory (LSTM) network of 1997 by Hochreiter & Schmidhuber. [44] In 2009, deep multidimensional LSTM networks won three ICDAR 2009 competitions in connected handwriting recognition, without any prior knowledge about the three different languages to be learned. [45],[46]

Sven Behnke relied only on the sign of the gradient (Rprop) when training his Neural Abstraction Pyramid [47] to solve problems like image reconstruction and face localization.

Other methods also use unsupervised pre-training to structure a neural network, making it first learn generally useful feature detectors. Then the network is trained further by supervised back-propagation to classify labeled data. The deep model of Hinton et al. (2006) involves learning the distribution of a high level representation using successive layers of binary or real-valued latent variables. It uses a restricted Boltzmann machine (Smolensky, 1986 [48]) to model each new layer of higher level features. Each new layer guarantees an increase on the lower-bound of the log likelihood of the data, thus improving the model, if trained properly. Once sufficiently many layers have been learned the deep architecture may be used as a generative model by reproducing the data when sampling down the model (an “ancestral pass”) from the top level feature activations. [49] Hinton reports that his models are effective feature extractors over high-dimensional, structured data. [50]

The Google Brain team led by Andrew Ng and Jeff Dean created a neural network that learned to recognize higher-level concepts, such as cats, only from watching unlabeled images taken from YouTube videos. [51],[52]

Other methods rely on the sheer processing power of modern computers, in particular, GPUs. In 2010 it was shown by Dan Ciresan and colleagues [38] in Jürgen Schmidhuber’s group at the Swiss AI Lab IDSIA that despite the above-mentioned “vanishing gradient problem,” the superior processing power of GPUs makes plain back-propagation feasible for deep feedforward neural networks with many layers. The method outperformed all other machine learning techniques on the old, famous MNIST handwritten digits problem of Yann LeCun and colleagues at NYU.

At about the same time, in late 2009, deep learning made inroad into speech recognition, as marked by the NIPS Workshop on Deep Learning for Speech Recognition. Intensive collaborative work between Microsoft Research and University of Toronto researchers had demonstrated by mid 2010 in Redmond that deep neural networks interfaced with a hidden Markov model with context-dependent states that define the neural network output layer can drastically reduce errors in large vocabulary speech recognition tasks such as voice search. The same deep neural net model was shown to scale up to Switchboard tasks about one year later at Microsoft Research Asia.

As of 2011, the state of the art in deep learning feedforward networks alternates convolutional layers and max-pooling layers, [53],[54] topped by several pure classification layers. Training is usually done without any unsupervised pre-training. Since 2011, GPU-based implementations [55] of this approach won many pattern recognition contests, including the IJCNN 2011 Traffic Sign Recognition Competition, [55] the ISBI 2012 Segmentation of neuronal structures in EM stacks challenge, [56] and others.

Such supervised deep learning methods also were the first artificial pattern recognizers to achieve human-competitive performance on certain tasks. [57]

To break the barriers of weak AI represented by deep learning, it is necessary to go beyond the deep learning architectures because biological brains use both shallow and deep circuits as reported by brain anatomy [58] in order to deal with the wide variety of invariance that the brain displays. Weng [59] argued that the brain self-wires largely according to signal statistics and, therefore, a serial cascade cannot catch all major statistical dependencies. Fully guaranteed shift invariance for ANNs to deal with small and large natural objects in large cluttered scenes became true when the invariance went beyond shift, to extend to all ANN-learned concepts, such as location, type (object class label), scale, lighting, in the Developmental Networks (DNs) [60] whose embodiments are Where-What Networks, WWN-1 (2008) [61] through WWN-7 (2013). [62]

### 62.4 Deep learning architectures

There are huge number of different variants of deep architectures; however, most of them are branched from some original parent architectures. It is not always possible to compare the performance of multiple architectures all together, since they are not all implemented on the same data set. Deep learning is a fast-growing field so new architectures, variants, or algorithms may appear.
62.4.1 Deep neural networks

A deep neural network (DNN) is an artificial neural network with multiple hidden layers of units between the input and output layers.\[^{[2][4]}\] Similar to shallow ANNs, DNNs can model complex non-linear relationships. DNN architectures, e.g., for object detection and parsing generate compositional models where the object is expressed as layered composition of image primitives.\[^{[63]}\] The extra layers enable composition of features from lower layers, giving the potential of modeling complex data with fewer units than a similarly performing shallow network.\[^{[2]}\]

DNNs are typically designed as feedforward networks, but recent research has successfully applied the deep learning architecture to recurrent neural networks for applications such as language modeling.\[^{[64]}\] Convolutional deep neural networks (CNNs) are used in computer vision where their success is well-documented.\[^{[65]}\] More recently, CNNs have been applied to acoustic modeling for automatic speech recognition (ASR), where they have shown success over previous models.\[^{[34]}\] For simplicity, a look at training DNNs is given here.

A DNN can be discriminatively trained with the standard backpropagation algorithm. The weight updates can be done via stochastic gradient descent using the following equation:

\[
w_{ij}(t + 1) = w_{ij}(t) + \eta \frac{\partial C}{\partial w_{ij}}
\]

Here, \( \eta \) is the learning rate, and \( C \) is the cost function. The choice of the cost function depends on factors such as the learning type (supervised, unsupervised, reinforcement, etc.) and the activation function. For example, when performing supervised learning on a multiclass classification problem, common choices for the activation function and cost function are the softmax function and cross entropy function, respectively. The softmax function is defined as \( p_j = \frac{\exp(x_j)}{\sum_k \exp(x_k)} \) where \( p_j \) represents the class probability and \( x_j \) and \( x_k \) represent the total input to units \( j \) and \( k \) respectively. Cross entropy is defined as \( C = -\sum_j d_j \log(p_j) \) where \( d_j \) represents the target probability for output unit \( j \) and \( p_j \) is the probability output for \( j \) after applying the activation function.\[^{[66]}\]

62.4.2 Issues with deep neural networks

As with ANNs, many issues can arise with DNNs if they are naively trained. Two common issues are overfitting and computation time.

DNNs are prone to overfitting because of the added layers of abstraction, which allow them to model rare dependencies in the training data. Regularization methods such as weight decay (\( \ell_2 \)-regularization) or sparsity (\( \ell_1 \)-regularization) can be applied during training to help combat overfitting.\[^{[67]}\] A more recent regularization method applied to DNNs is dropout regularization. In dropout, some number of units are randomly omitted from the hidden layers during training. This helps to break the rare dependencies that can occur in the training data.\[^{[68]}\]

Backpropagation and gradient descent have been the preferred method for training these structures due to the ease of implementation and their tendency to converge to better local optima in comparison with other training methods. However, these methods can be computationally expensive, especially when being used to train DNNs. There are many training parameters to be considered with a DNN, such as the size (number of layers and number of units per layer), the learning rate and initial weights. Sweeping through the parameter space for optimal parameters may not be feasible due to the cost in time and computational resources. Various ‘tricks’ such as using mini-batching (computing the gradient on several training examples at once rather than individual examples)\[^{[69]}\] have been shown to speed up computation. The large processing throughput of GPUs has produced significant speedups in training, due to the matrix and vector computations required being well suited for GPUs.\[^{[4]}\] Radical alternatives to backprop such as Extreme Learning Machines,\[^{[70]}\] “No-prop” networks\[^{[71]}\] and Weightless neural networks\[^{[72]}\] are gaining attention.

62.4.3 Deep belief networks

Main article: Deep belief network

A deep belief network (DBN) is a probabilistic, generative model made up of multiple layers of hidden units. It can be looked at as a composition of simple learning modules that make up each layer.\[^{[73]}\]

A DBN can be used for generatively pre-training a DNN by using the learned weights as the initial weights. Backpropagation or other discriminative algorithms can then be applied for fine-tuning of these weights. This is particularly helpful in situations where limited training data is available, as poorly initialized weights can have significant impact on the performance of the final model. These pre-trained weights are in a region of the weight space that is closer to the optimal weights (as compared to just random initialization). This allows for both improved modeling capability and faster convergence of the fine-tuning phase.\[^{[74]}\]

A DBN can be efficiently trained in an unsupervised, layer-by-layer manner where the layers are typically made of restricted Boltzmann machines (RBM). A description of training a DBN via RBMs is provided below. An RBM
A restricted Boltzmann machine (RBM) with fully connected visible and hidden units. Note there are no hidden-hidden or visible-visible connections.

is an undirected, generative energy-based model with an input layer and single hidden layer. Connections only exist between the visible units of the input layer and the hidden units of the hidden layer; there are no visible-visible or hidden-hidden connections.

The training method for RBMs was initially proposed by Geoffrey Hinton for use with training “Product of Expert” models and is known as contrastive divergence (CD).[73] CD provides an approximation to the maximum likelihood method that would ideally be applied for learning the weights of the RBM.[69][76]

In training a single RBM, weight updates are performed with gradient ascent via the following equation: \( \Delta w_{ij}(t+1) = w_{ij}(t) + \eta \frac{\partial \log p(v)}{\partial w_{ij}} \). Here, \( p(v) \) is the probability of a visible vector, which is given by \( p(v) = \frac{1}{Z} \sum_h e^{-E(v,h)} \). \( Z \) is the partition function (used for normalizing) and \( E(v,h) \) is the energy function assigned to the state of the network. A lower energy indicates the network is in a more “desirable” configuration. The gradient \( \frac{\partial \log p(v)}{\partial w_{ij}} \) has the simple form \( \langle v_i h_j \rangle_{\text{data}} - \langle v_i h_j \rangle_{\text{model}} \) where \( \langle \cdots \rangle_p \) represent averages with respect to distribution \( p \). The issue arises in sampling \( \langle v_i h_j \rangle_{\text{model}} \) as this requires running alternating Gibbs sampling for a long time. CD replaces this step by running alternating Gibbs sampling for \( n \) steps (values of \( n = 1 \) have empirically been shown to perform well). After \( n \) steps, the data is sampled and that sample is used in place of \( \langle v_i h_j \rangle_{\text{model}} \). The CD procedure works as follows:[69]

1. Initialize the visible units to a training vector.

2. Update the hidden units in parallel given the visible units: \( p(h_j = 1 \mid V) = \sigma(b_j + \sum_i v_i w_{ij}) \). \( \sigma \)

3. Update the visible units in parallel given the hidden units: \( p(v_i = 1 \mid H) = \sigma(a_i + \sum_j h_j w_{ij}) \). \( a_i \)

4. Reupdate the hidden units in parallel given the reconstructed visible units using the same equation as in step 2.

5. Perform the weight update: \( \Delta w_{ij} \propto \langle v_i h_j \rangle_{\text{data}} - \langle v_i h_j \rangle_{\text{reconstruction}} \).

Once an RBM is trained, another RBM can be “stacked” atop of it to create a multilayer model. Each time another RBM is stacked, the input visible layer is initialized to a training vector and values for the units in the already-trained RBM layers are assigned using the current weights and biases. The final layer of the already-trained layers is used as input to the new RBM. The new RBM is then trained with the procedure above, and then this whole process can be repeated until some desired stopping criterion is met.[2]

Despite the approximation of CD to maximum likelihood being very crude (CD has been shown to not follow the gradient of any function), empirical results have shown it to be an effective method for use with training deep architectures.[69]

62.4.4 Convolutional neural networks

Main article: Convolutional neural network

A CNN is composed of one or more convolutional layers with fully connected layers (matching those in typical artificial neural networks) on top. It also uses tied weights and pooling layers. This architecture allows CNNs to take advantage of the 2D structure of input data. In comparison with other deep architectures, convolutional neural networks are starting to show superior results in both image and speech applications. They can also be trained with standard backpropagation. CNNs are easier to train than other regular, deep, feed-forward neural networks and have many fewer parameters to estimate, making them a highly attractive architecture to use.[77]

62.4.5 Convolutional Deep Belief Networks

A recent achievement in deep learning is from the use of convolutional deep belief networks (CDBN). A CDBN is very similar to normal Convolutional neural network in terms of its structure. Therefore, like CNNs they are also able to exploit the 2D structure of images combined with the advantage gained by pre-training in Deep belief
network. They provide a generic structure which can be used in many image and signal processing tasks and can be trained in a way similar to that for Deep Belief Networks. Recently, many benchmark results on standard image datasets like CIFAR,[79] have been obtained using CDBNs.[79]

62.4.6 Deep Boltzmann Machines

A Deep Boltzmann Machine (DBM) is a type of binary pairwise Markov random field (undirected probabilistic graphical models) with multiple layers of hidden random variables. It is a network of symmetrically coupled stochastic binary units. It comprises a set of visible units \( \mathbf{v} \in \{0, 1\}^D \), and a series of layers of hidden units \( \mathbf{h}^{(1)} \in \{0, 1\}^{F_1}, \mathbf{h}^{(2)} \in \{0, 1\}^{F_2}, \ldots, \mathbf{h}^{(L)} \in \{0, 1\}^{F_L} \). There is no connection between the units of the same layer (like RBM). For the DBM, we can write the probability which is assigned to vector \( \mathbf{v} \) as:

\[
p(\mathbf{v}) = \frac{1}{Z} \sum_{\mathbf{h}} e^{\sum_{ij} W^{(1)}_{ij} v_i h_j^{(1)} + \sum_{ij} W^{(2)}_{ij} h_i^{(1)} h_j^{(2)} + \sum_{i} W_{i0} h_i^{(L)}},
\]

where \( \mathbf{h} = \{ h^{(1)}, h^{(2)}, h^{(3)} \} \) are the set of hidden units, and \( \theta = \{ W^{(1)}, W^{(2)}, W^{(3)} \} \) are the model parameters, representing visible-hidden and hidden-hidden symmetric interaction, since they are undirected links. As it is clear by setting \( W^{(2)} = 0 \) and \( W^{(3)} = 0 \) the network becomes the well-known Restricted Boltzmann machine.[80]

There are several reasons which motivate us to take advantage of deep Boltzmann machine architectures. Like DBNs, they benefit from the ability of learning complex and abstract internal representations of the input in tasks such as object or speech recognition, with the use of limited number of labeled data to fine-tune the representations built on a large supply of unlabeled sensory input data. However, unlike DBNs and deep convolutional neural networks, they adopt the inference and training procedure in both directions, bottom-up and top-down pass, which enable the DBMs to better unveil the representations of the ambiguous and complex input structures,[81] [82]

Since the exact maximum likelihood learning is intractable for the DBMs, we may perform the approximate maximum likelihood learning. There is another possibility, to use mean-field inference to estimate data-dependent expectations, incorporation with a Markov chain Monte Carlo (MCMC) based stochastic approximation technique to approximate the expected sufficient statistics of the model.[80]

We can see the difference between DBNs and DBM. In DBNs, the top two layers form a restricted Boltzmann machine which is an undirected graphical model, but the lower layers form a directed generative model.

Apart from all the advantages of DBMs discussed so far, they have a crucial disadvantage which limits the performance and functionality of this kind of architecture. The approximate inference, which is based on mean-field method, is about 25 to 50 times slower than a single bottom-up pass in DBNs. This time consuming task make the joint optimization, quite impractical for large data sets, and seriously restricts the use of DBMs in tasks such as feature representations (the mean-field inference have to be performed for each new test input).[83]

62.4.7 Stacked (Denoising) Auto-Encoders

The auto encoder idea is motivated by the concept of good representation. For instance for the case of classifier it is possible to define that a good representation is one that will yield a better performing classifier.

An encoder is referred to a deterministic mapping \( f_\theta \) that transforms an input vector \( x \) into hidden representation \( y \), where \( \theta = \{ W, b \} \), \( W \) is the weight matrix and \( b \) is an offset vector (bias). On the contrary a decoder maps back the hidden representation \( y \) to the reconstructed input \( x \) via \( g_\theta \). The whole process of auto encoding is to compare this reconstructed input to the original and try to minimize this error to make the reconstructed value as close as possible to the original.

In stacked denoising auto encoders, the partially corrupted output is cleaned (denoised). This fact has been introduced in[84] with a specific approach to good representation, a good representation is one that can be obtained robustly from a corrupted input and that will be useful for recovering the corresponding clean input. Implicit in this definition are the ideas of

- The higher level representations are relatively stable and robust to the corruption of the input;
- It is required to extract features that are useful for representation of the input distribution.

The algorithm consists of multiple steps: starts by a stochastic mapping of \( x \) to \( \tilde{x} \) through \( q_{D}(\tilde{x} | x) \), this is the corrupting step. Then the corrupted input \( \tilde{x} \) passes through a basic auto encoder process and is mapped to a hidden representation \( y = f_\theta(\tilde{x}) = s(W \tilde{x} + b) \). From this hidden representation we can reconstruct \( z = g_\theta(y) \). In the last stage a minimization algorithm is done in order to have a \( z \) as close as possible to uncorrupted input \( x \). The reconstruction error \( L_D(x, z) \) might be either the cross-entropy loss with an affine-sigmoid decoder, or the squared error loss with an affine decoder.[84]

In order to make a deep architecture, auto encoders stack one on top of another. Once the encoding function \( f_\theta \) of the first denoising auto encoder is learned and used to uncorrupt the input (corrupted input), we can train the second level.[84]

Once the stacked auto encoder is trained, its output might be used as the input to a supervised learning algorithm
such as support vector machine classifier or a multiclass logistic regression.\textsuperscript{[84]}

### 62.4.8 Deep Stacking Networks

One of the deep architectures recently introduced in\textsuperscript{[85]} which is based on building hierarchies with blocks of simplified neural network modules, is called deep convex network. They are called “convex” because of the formulation of the weights learning problem, which is a convex optimization problem with a closed-form solution. The network is also called the deep stacking network (DSN)\textsuperscript{[86]} emphasizing on this fact that a similar mechanism as the stacked generalization is used.\textsuperscript{[87]}

The DSN blocks, each consisting of a simple, easy-to-learn module, are stacked to form the overall deep network. It can be trained block-wise in a supervised fashion without the need for back-propagation for the entire blocks.\textsuperscript{[88]}

As designed in\textsuperscript{[85]} each block consists of a simplified MLP with a single hidden layer. It comprises a weight matrix $U$ as the connection between the logistic sigmoidal units of the hidden layer $h$ to the linear output layer $y$, and a weight matrix $W$ which connects each input of the blocks to their respective hidden layers. If we assume that the target vectors $t$ be arranged to form the columns of $T$ (the target matrix), let the input data vectors $x$ be arranged to form the columns of $X$, let $H = \sigma(W^T X)$ denote the matrix of hidden units, and assume the lower-layer weights $W$ are known (training layer-by-layer). The function performs the element-wise logistic sigmoid operation. Then learning the upper-layer weight matrix $U$ given other weights in the network can be formulated as a convex optimization problem:

$$\min_{U} f = \|U^T H - T\|_F^2,$$

which has a closed-form solution. The input to the first block $X$ only contains the original data, however in the upper blocks in addition to this original (raw) data there is a copy of the lower-block(s) output $y$.

In each block an estimate of the same final label class $y$ is produced, then this estimated label concatenated with original input to form the expanded input for the upper block. In contrast with other deep architectures, such as DBNs, the goal is not to discover the transformed feature representation. Regarding the structure of the hierarchy of this kind of architecture, it makes the parallel training straightforward as the problem is naturally a batch-mode optimization one. In purely discriminative tasks DSN performance is better than the conventional DBN.\textsuperscript{[86]}

### 62.4.9 Tensor Deep Stacking Networks (T-DSN)

This architecture is an extension of the DSN. It improves the DSN in two important ways, using the higher order information by means of covariance statistics and transforming the non-convex problem of the lower-layer to a convex sub-problem of the upper-layer.\textsuperscript{[89]}

Unlike the DSN, the covariance statistics of the data is employed using a bilinear mapping from two distinct sets of hidden units in the same layer to predictions via a third-order tensor.

The scalability and parallelization are the two important factors in the learning algorithms which are not considered seriously in the conventional DNNs.\textsuperscript{[90][91][92]} All the learning process for the DSN (and TDSN as well) is done on a batch-mode basis so as to make the parallelization possible on a cluster of CPU or GPU nodes.\textsuperscript{[85][86]} Parallelization gives the opportunity to scale up the design to larger (deeper) architectures and data sets.

The basic architecture is suitable for diverse tasks such as classification and regression.

#### 62.4.10 Spike-and-Slab RBMs (ssRBMs)

The need for real-valued inputs which are employed in Gaussian RBMs (GRBMs), motivates scientists seeking new methods. One of these methods is the spike and slab RBM (ssRBMs), which models continuous-valued inputs with strictly binary latent variables.\textsuperscript{[93]}

Similar to basic RBMs and its variants, the spike and slab RBM is a bipartite graph. Like GRBM, the visible units (input) are real-valued. The difference arises in the hidden layer, where each hidden unit come along with a binary spike variable and real-valued slab variable. These terms (spike and slab) come from the statistics literature,\textsuperscript{[94]} and refer to a prior including a mixture of two components. One is a discrete probability mass at zero called spike, and the other is a density over continuous domain.\textsuperscript{[95]}

There is also an extension of the ssRBM model, which is called $\mu$-ssRBM. This variant provides extra modeling capacity to the architecture using additional terms in the energy function. One of these terms enable model to form a conditional distribution of the spike variables by means of marginalizing out the slab variables given an observation.

#### 62.4.11 Compound Hierarchical-Deep Models

The class architectures called compound HD models, where HD stands for Hierarchical-Deep are structured as a composition of non-parametric Bayesian models with
Deep networks. The features, learned by deep architectures such as DBNs,[96] DBMs,[81] deep auto-encoders,[97] convolutional variants,[98][99] ssRBMs,[95] deep coding network,[100] DBNs with sparse feature learning,[101] recursive neural networks,[102] conditional DBNs,[103] denoising auto encoders,[104] are able to provide better representation for more rapid and accurate classification tasks with high-dimensional training data sets. However, they are not quite powerful in learning novel classes with few examples, themselves. In these architectures, all units through the network are involved in the representation of the input (distributed representations), and they have to be adjusted together (high degree of freedom). However, if we limit the degree of freedom, we make it easier for the model to learn new classes out of few training samples (less parameters to learn). Hierarchical Bayesian (HB) models, provide learning from few examples, for example [105][106][107][108][109] for computer vision, statistics, and cognitive science.

Compound HD architectures try to integrate both characteristics of HB and deep networks. The compound HDP-DBM architecture, a hierarchical Dirichlet process (HDP) as a hierarchical model, incorporated with DBM architecture. It is a full generative model, generalized from abstract concepts flowing through the layers of the model, which is able to synthesize new examples in novel classes that look reasonably natural. Note that all the levels are learned jointly by maximizing a joint log-probability score.[110]

Consider a DBM with three hidden layers, the probability of a visible input \( \nu \) is:

\[
p(\nu, \psi) = \frac{1}{Z} \Sigma_{h} e^{\sum_{i,l} W_{ij}^{(1)} \nu_{i} h_{l}^{1} + \sum_{j,l} W_{jl}^{(2)} h_{l}^{2} h_{l}^{2} + \sum_{k,m} W_{km}^{(3)} h_{k}^{3} h_{m}^{3}}
\]

where \( h = \{ h^{(1)}, h^{(2)}, h^{(3)} \} \) are the set of hidden units, and \( \psi = \{ W^{(1)}, W^{(2)}, W^{(3)} \} \) are the model parameters, representing visible-hidden and hidden-hidden symmetric interaction terms.

After a DBM model has been learned, we have an undirected model that defines the joint distribution \( P(\nu, h^{1}, h^{2}, h^{3}) \). One way to express what has been learned is the conditional model \( P(\nu, h^{1}, h^{2} | h^{3}) \) and a prior term \( P(h^{3}) \).

The part \( P(\nu, h^{1}, h^{2} | h^{3}) \), represents a conditional DBM model, which can be viewed as a two-layer DBM but with bias terms given by the states of \( h^{3} \):

\[
P(\nu, h^{1}, h^{2} | h^{3}) = \frac{1}{Z(\nu, h^{1}, h^{2})} \Sigma_{i,j} W_{ij}^{(1)} \nu_{i} h_{j}^{2} + \Sigma_{j,l} W_{jl}^{(2)} h_{j}^{2} h_{l}^{2} + \Sigma_{k,m} W_{km}^{(3)} h_{k}^{3} h_{m}^{3}
\]

There are some drawbacks in using the KPCA method as the building cells of an MKM. Another, more straightforward method of integrating kernel machine into the deep learning architecture was developed by Microsoft researchers for spoken language understanding applications.[114] The main idea is to use a kernel machine to approximate a shallow neural net with an infinite number of hidden units, and then to use the stacking technique to splice the output of the kernel machine and the raw input in building the next, higher level.

### 62.4.13 Multilayer Kernel Machine

The Multilayer Kernel Machine (MKM) as introduced in [112] is a way of learning highly nonlinear functions with the iterative applications of weakly nonlinear kernels. They use the kernel principal component analysis (KPCA), in,[113] as method for unsupervised greedy layer-wise pre-training step of the deep learning architecture.

Layer \( l + 1 \)-th learns the representation of the previous layer \( l \), extracting the \( m_{t} \) principal component (PC) of the projection layer \( l \) output in the feature domain induced by the kernel. For the sake of dimensionality reduction of the updated representation in each layer, a supervised strategy is proposed to select the best informative features among the ones extracted by KPCA. The process is:

- ranking the \( m_{t} \) features according to their mutual information with the class labels;
- for different values of \( K \) and \( m_{t} \in \{ 1, \ldots, m_{t} \} \), compute the classification error rate of a K-nearest neighbor (K-NN) classifier using only the \( m_{t} \) most informative features on a validation set;
- the value of \( m_{t} \) with which the classifier has reached the lowest error rate determines the number of features to retain.

### 62.4.12 Deep Coding Networks

There are several advantages to having a model which can actively update itself to the context in data. One of these methods arises from the idea to have a model which is able to adjust its prior knowledge dynamically according to the context of the data. Deep coding network (DPCN) is a predictive coding scheme where top-down information is used to empirically adjust the priors needed for the bottom-up inference procedure by means of a deep locally connected generative model. This is based on extracting sparse features out of time-varying observations using a linear dynamical model. Then, a pooling strategy is employed in order to learn invariant feature representations. Similar to other deep architectures, these blocks are the building elements of a deeper architecture where greedy layer-wise unsupervised learning are used. Note that the layers constitute a kind of Markov chain such that the states at any layer are only dependent on the succeeding and preceding layers.

Deep predictive coding network (DPCN)[111] predicts the representation of the layer, by means of a top-down approach using the information in upper layer and also temporal dependencies from the previous states, it is called It is also possible to extend the DPCN to form a convolutional network.[111]
of the kernel machine. The number of the levels in this kernel version of the deep convex network is a hyper-parameter of the overall system determined by cross-validation.

62.4.14 Deep Q-Networks

This is the latest class of deep learning models targeted for reinforcement learning, published in February 2015 in Nature\cite{115}. The application discussed in this paper is limited to ATARI gaming, but the implications for other potential applications are profound.

62.4.15 Memory networks

Integrating external memory component with artificial neural networks has a long history dating back to early research in distributed representations \cite{116} and self-organizing maps. E.g. in sparse distributed memory or HTM the patterns encoded by neural networks are used as memory addresses for content-addressable memory, with “neurons” essentially serving as address encoders and decoders.

In the 1990s and 2000s, there was a lot of related work with differentiable long-term memories. For example:

- Differentiable push and pop actions for alternative memory networks called neural stack machines\cite{117}\cite{118}.
- Memory networks where the control network’s external differentiable storage is in the fast weights of another network \cite{119}.
- The LSTM “forget gates” \cite{120}.
- Self-referential RNNs with special output units for addressing and rapidly manipulating each of the RNN’s own weights in differentiable fashion (so the external storage is actually internal) \cite{121}\cite{122}.

More recently deep learning was shown to be useful in semantic hashing \cite{123} where a deep graphical model the word-count vectors \cite{124} obtained from a large set of documents. Documents are mapped to memory addresses in such a way that semantically similar documents are located at nearby addresses. Documents similar to a query document can then be found by simply accessing all the addresses that differ by only a few bits from the address of the query document.

Neural Turing Machines \cite{125} developed by Google DeepMind extend the capabilities of deep neural networks by coupling them to external memory resources, which they can interact with by attentional processes. The combined system is analogous to a Turing Machine but is differentiable end-to-end, allowing it to be efficiently trained with gradient descent. Preliminary results demonstrate that Neural Turing Machines can infer simple algorithms such as copying, sorting, and associative recall from input and output examples.

Memory Networks \cite{126} is another extension to neural networks incorporating long-term memory which was developed by Facebook research. The long-term memory can be read and written to, with the goal of using it for prediction. These models have been applied in the context of question answering (QA) where the long-term memory effectively acts as a (dynamic) knowledge base, and the output is a textual response.

62.5 Applications

62.5.1 Automatic speech recognition

The results shown in the table below are for automatic speech recognition on the popular TIMIT data set. This is a common data set used for initial evaluations of deep learning architectures. The entire set contains 630 speakers from eight major dialects of American English, with each speaker reading 10 different sentences. Its small size allows many different configurations to be tried effectively with it. More importantly, the TIMIT task concerns phone-sequence recognition, which, unlike word-sequence recognition, permits very weak “language models” and thus the weaknesses in acoustic modeling aspects of speech recognition can be more easily analyzed. It was such analysis on TIMIT contrasting the GMM (and other generative models of speech) vs. DNN models carried out by Li Deng and collaborators around 2009-2010 that stimulated early industrial investment on deep learning technology for speech recognition from small to large scales, eventually leading to pervasive and dominant uses of deep learning in speech recognition industry. That analysis was carried out with comparable performance (less than 1.5% in error rate) between discriminative DNNs and generative models. The error rates presented below, including these early results and measured as percent phone error rates (PER), have been summarized over a time span of the past 20 years:

Extension of the success of deep learning from TIMIT to large vocabulary speech recognition occurred in 2010 by industrial researchers, where large output layers of the DNN based on context dependent HMM states constructed by decision trees were adopted. See comprehensive reviews of this development and of the state of the art as of October 2014 in the recent Springer book from Microsoft Research. See also the related background of automatic speech recognition and the impact of various machine learning paradigms including notably deep learning in a recent overview article.\cite{132}
One fundamental principle of deep learning is to do away with hand-crafted feature engineering and to use raw features. This principle was first explored successfully in the architecture of deep autoencoder on the “raw” spectrogram or linear filter-bank features,\cite{133} showing its superiority over the Mel-Cepstral features which contain a few stages of fixed transformation from spectrograms. The true “raw” features of speech, waveforms, have more recently been shown to produce excellent larger-scale speech recognition results.\cite{134}

Since the initial successful debut of DNNs for speech recognition around 2009-2011, there has been huge progress made. This progress (as well as future directions) has been summarized into the following eight major areas:\cite{1,27,37,135,136,137,138,139,140,141,142,143,144}

1) Scaling up/out and speedup DNN training and decoding; 2) Sequence discriminative training of DNNs; 3) Feature processing by deep models with solid understanding of the underlying mechanisms; 4) Adaptation of DNNs and of related deep models; 5) Multi-task and transfer learning by DNNs and related deep models; 6) Convolution neural networks and how to design them to best exploit domain knowledge of speech; 7) Recurrent neural network and its rich LSTM variants; 8) Other types of deep models including tensor-based models and integrated deep generative/discriminative models.

Large-scale automatic speech recognition is the first and the most convincing successful case of deep learning in the recent history, embraced by both industry and academic across the board. Between 2010 and 2014, the two major conferences on signal processing and speech recognition, IEEE-ICASSP and Interspeech, have seen near exponential growth in the numbers of accepted papers in their respective annual conference papers on the topic of deep learning for speech recognition. More importantly, all major commercial speech recognition systems (e.g., Microsoft Cortana, Xbox, Skype Translator, Google Now, Apple Siri, Baidu and iFlyTek voice search, and a range of Nuance speech products, etc.) nowadays are based on deep learning methods.\cite{1,135,136} See also the recent media interview with the CTO of Nuance Communications.\cite{137}

The wide-spreading success in speech recognition achieved by 2011 was followed shortly by large-scale image recognition described next.

62.5.2 Image recognition

A common evaluation set for image classification is the MNIST database data set. MNIST is composed of handwritten digits and includes 60000 training examples and 10000 test examples. Similar to TIMIT, its small size allows multiple configurations to be tested. A comprehensive list of results on this set can be found in.\cite{138} The current best result on MNIST is an error rate of 0.23%, achieved by Ciresan et al. in 2012.\cite{139}

The real impact of deep learning in image or object recognition, one major branch of computer vision, was felt in the fall of 2012 after the team of Geoff Hinton and his students won the large-scale ImageNet competition by a significant margin over the then-state-of-the-art shallow machine learning methods. The technology is based on 20-year-old deep convolutional nets, but with much larger scale on a much larger task, since it had been learned that deep learning works quite well on large-scale speech recognition. In 2013 and 2014, the error rate on the ImageNet task using deep learning was further reduced at a rapid pace, following a similar trend in large-scale speech recognition.

As in the ambitious moves from automatic speech recognition toward automatic speech translation and understanding, image classification has recently been extended to the more ambitious and challenging task of automatic image captioning, in which deep learning is the essential underlying technology.\cite{140,141,142,143}

One example application is a car computer said to be trained with deep learning, which may be able to let cars interpret 360° camera views.\cite{144}

62.5.3 Natural language processing

Neural networks have been used for implementing language models since the early 2000s.\cite{145} Key techniques in this field are negative sampling\cite{146} and word embedding. A word embedding, such as word2vec, can be thought of as a representational layer in a deep learning architecture transforming an atomic word into a positional representation of the word relative to other words in the dataset; the position is represented as a point in a vector space. Using a word embedding as an input layer to a recursive neural network (RNN) allows for the training of the network to parse sentences and phrases using an effective compositional vector grammar. A compositional vector grammar can be thought of as probabilistic context free grammar (PCFG) implemented by a recursive neural network.\cite{147} Recursive autoencoders built atop word embeddings have been trained to assess sentence similarity and detect paraphrasing.\cite{147} Deep neural architectures have achieved state-of-the-art results in many tasks in natural language processing, such as constituency parsing,\cite{148} sentiment analysis,\cite{149} information retrieval,\cite{150} machine translation,\cite{152,153} contextual entity linking,\cite{154} and other areas of NLP.\cite{155}

62.5.4 Drug discovery and toxicology

The pharmaceutical industry faces the problem that a large percentage of candidate drugs fail to reach the market. These failures of chemical compounds are caused by insufficient efficacy on the biomolecular target (on-target effect), undetected and undesired interactions with other biomolecules (off-target effects), or unanticipated toxic...
In 2012 a team led by George Dahl won the “Merck Molecular Activity Challenge” using multi-task deep neural networks to predict the biomolecular target of a compound. In 2014 Sepp Hochreiter’s group used Deep Learning to detect off-target and toxic effects of environmental chemicals in nutrients, household products and drugs and won the “Tox21 Data Challenge” of NIH, FDA and NCATS. These impressive successes show Deep Learning may be superior to other virtual screening methods. Researchers from Google and Stanford enhanced Deep Learning for drug discovery by combining data from a variety of sources.

62.5.5 Customer relationship management

Recently success has been reported with application of deep reinforcement learning in direct marketing settings, illustrating suitability of the method for CRM automation. A neural network was used to approximate the value of possible direct marketing actions over the customer state space, defined in terms of RFM variables. The estimated value function was shown to have a natural interpretation as CLV (customer lifetime value).

62.6 Deep learning in the human brain

Computational deep learning is closely related to a class of theories of brain development (specifically, neocortical development) proposed by cognitive neuroscientists in the early 1990s. An approachable summary of this work is Elman, et al.’s 1996 book “Rethinking Innateness” (see also: Shraeger and Johnson; Quartz and Sejnowski). As these developmental theories were also instantiated in computational models, they are technical predecessors of purely computationally-motivated deep learning models. These developmental models share the interesting property that various proposed learning dynamics in the brain (e.g., a wave of nerve growth factor) conspire to support the self-organization of just the sort of inter-related neural networks utilized in the later, purely computational deep learning models; and such computational neural networks seem analogous to a view of the brain’s neocortex as a hierarchy of filters in which each layer captures some of the information in the operating environment, and then passes the remainder, as well as modified base signal, to other layers further up the hierarchy. This process yields a self-organizing stack of transducers, well-tuned to their operating environment. As described in The New York Times in 1995: "...the infant’s brain seems to organize itself under the influence of waves of so-called trophic-factors ... different regions of the brain become connected sequentially, with one layer of tissue maturing before another and so on until the whole brain is mature."

The importance of deep learning with respect to the evolution and development of human cognition did not escape the attention of these researchers. One aspect of human development that distinguishes us from our nearest primate neighbors may be changes in the timing of development. Among primates, the human brain remains relatively plastic until late in the post-natal period, whereas the brains of our closest relatives are more completely formed by birth. Thus, humans have greater access to the complex experiences afforded by being out in the world during the most formative period of brain development. This may enable us to “tune in” to rapidly changing features of the environment that other animals, more constrained by evolutionary structuring of their brains, are unable to take account of. To the extent that these changes are reflected in similar timing changes in hypothesized wave of cortical development, they may also lead to changes in the extraction of information from the stimulus environment during the early self-organization of the brain. Of course, along with this flexibility comes an extended period of immaturity, during which we are dependent upon our caretakers and our community for both support and training. The theory of deep learning therefore sees the coevolution of culture and cognition as a fundamental condition of human evolution.

62.7 Commercial activities

Deep learning is often presented as a step towards realizing strong AI and thus many organizations have become interested in its use for particular applications. Most recently, in December 2013, Facebook announced that it hired Yann LeCun to head its new artificial intelligence (AI) lab that will have operations in California, London, and New York. The AI lab will be used for developing deep learning techniques that will help Facebook do tasks such as automatically tagging uploaded pictures with the names of the people in them.

In March 2013, Geoffrey Hinton and two of his graduate students, Alex Krizhevsky and Ilya Sutskever, were hired by Google. Their work will be focused on both improving existing machine learning products at Google and also help deal with the growing amount of data Google has. Google also purchased Hinton’s company, DNNresearch.

In 2014 Google also acquired DeepMind Technologies, a British start-up that developed a system capable of learning how to play Atari video games using only raw pixels as data input.

Also in 2014, Microsoft established The Deep Learning Technology Center in its MSR division, amassing deep learning experts for application-focused activities. And Baidu hired Andrew Ng to head their new Silicon
Valley based research lab focusing on deep learning.

62.8 Criticism and comment

Given the far-reaching implications of artificial intelligence coupled with the realization that deep learning is emerging as one of its most powerful techniques, the subject is understandably attracting both criticism and comment, and in some cases from outside the field of computer science itself.

A main criticism of deep learning concerns the lack of theory surrounding many of the methods. Most of the learning in deep architectures is just some form of gradient descent. While gradient descent has been understood for a while now, the theory surrounding other algorithms, such as contrastive divergence is less clear (i.e., Does it converge? If so, how fast? What is it approximating?). Deep learning methods are often looked at as a black box, with most confirmations done empirically, rather than theoretically.

Others point out that deep learning should be looked at as a step towards realizing strong AI, not as an all-encompassing solution. Despite the power of deep learning methods, they still lack much of the functionality needed for realizing this goal entirely. Research psychologist Gary Marcus has noted that:

“Realistically, deep learning is only part of the larger challenge of building intelligent machines. Such techniques lack ways of representing causal relationships (...) have no obvious ways of performing logical inferences, and they are also still a long way from integrating abstract knowledge, such as information about what objects are, what they are for, and how they are typically used. The most powerful A.I. systems, like Watson (…) use techniques like deep learning as just one element in a very complicated ensemble of techniques, ranging from the statistical technique of Bayesian inference to deductive reasoning.”

To the extent that such a viewpoint implies, without intending to, that deep learning will ultimately constitute nothing more than the primitive discriminatory levels of a comprehensive future machine intelligence, a recent pair of speculations regarding art and artificial intelligence offers an alternative and more expansive outlook. The first such speculation is that it might be possible to train a machine vision stack to perform the sophisticated task of discriminating between “old master” and amateur figure drawings; and the second is that such a sensitivity might in fact represent the rudiments of a non-trivial machine empathy. It is suggested, moreover, that such an eventuality would be in line with both anthropology, which identifies a concern with aesthetics as a key element of behavioral modernity, and also with a current school of thought which suspects that the allied phenomenon of consciousness, formerly thought of as a purely high-order phenomenon, may in fact have roots deep within the structure of the universe itself.

In further reference to the idea that a significant degree of artistic sensitivity might inhere within relatively low levels, whether biological or digital, of the cognitive hierarchy, there has recently been published a series of graphic representations of the internal states of deep (20-30 layers) neural networks attempting to discern within essentially random data the images on which they have been trained, and these show a striking degree of what can only be described as visual creativity. This work, moreover, has captured a remarkable level of public attention, with the original research notice receiving well in excess of one thousand comments, and The Guardian coverage achieving the status of most frequently accessed article on that newspaper’s web site.

Some currently popular and successful deep learning architectures display certain problematical behaviors (e.g. confidently classifying random data as belonging to a familiar category of nonrandom images; and misclassifying miniscule perturbations of correctly classified images). The creator of OpenCog, Ben Goertzel hypothesized that these behaviors are tied with limitations in the internal representations learned by these architectures, and that these same limitations would inhibit integration of these architectures into heterogeneous multi-component AGI architectures. It is suggested that these issues can be worked around by developing deep learning architectures that internally form states homologous to image-grammar decompositions of observed entities and events. Learning a grammar (visual or linguistic) from training data would be equivalent to restricting the system to commonsense reasoning which operates on concepts in terms of production rules of the grammar, and is a basic goal of both human language acquisition and A.I. (Also see Grammar induction)

62.9 Deep learning software libraries

- Torch - An open source software library for machine learning based on the Lua programming language.
- Theano - An open source machine learning library for Python.
- H2O.ai - An open source machine learning platform written in Java with a parallel architecture.
- Deeplearning4j - An open source deep learning library written for Java. It provides parallelization with CPUs and GPUs.
- OpenNN - An open source C++ library which implements deep neural networks and provides parallelization with CPUs.
• DeepLearnToolbox - A Matlab/Octave toolbox for deep learning.
• convnetjs - A Javascript library for training deep learning models. It contains online demos.
• Gensim - A toolkit for natural language processing implemented in the Python programming language.
• Caffe - A deep learning framework.
• Apache SINGA[185] - A deep learning platform developed for scalability, usability and extensibility.

62.10 See also

• Sparse coding
• Compressed Sensing
• Connectionism
• Self-organizing map
• Applications of artificial intelligence
• List of artificial intelligence projects
• Reservoir computing
• Liquid state machine
• Echo state network
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